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Abstract

We consider an infinite capacity buffer where the incoming fluid traffic belongs to $K$ different types modulated by $K$ independent Markovian on-off processes. The $k$th input process is described by three parameters: $(\lambda_k, \mu_k, r_k)$, where $1/\lambda_k$ is the mean off time, $1/\mu_k$ is the mean on time and $r_k$ is the constant peak rate during the on time. The buffer empties the fluid at rate $c$ according to a First Come First Served discipline.

The output process of type $k$ fluid is neither Markovian, nor on-off. We approximate it by an on-off process by defining the process to be off if no fluid of type $k$ is leaving the buffer, and on otherwise. We compute the mean on time $\tau_k^{on}$ and mean off time $\tau_k^{off}$. We approximate the peak output rate by a constant $r_k^o$ so as to conserve the fluid. We approximate the output process by the three parameters $(\lambda_k^o, \mu_k^o, r_k^o)$, where $\lambda_k^o = 1/\tau_k^{off}$ and $\mu_k^o = 1/\tau_k^{on}$. In this paper we derive methods of computing $\tau_k^{on}$, $\tau_k^{off}$ and $r_k^o$ for $k = 1, 2, ..., K$. They are based on the results for the computation of expected reward in a fluid queueing system during a first passage time. We illustrate the methodology by a numerical example.

In the last section we conduct a similar output analysis for a standard M/G/1 queue with $K$ types of customers arriving according to independent Poisson processes and requiring independent generally distributed service times, and following FCFS service discipline. For this case we are able to get analytical results.
1 Introduction

In this paper we consider a single-buffer multi-class queue. We consider two cases separately: fluid queue and ordinary queue.

In the fluid case the input to the queue is fluid that belongs to $K$ different types modulated by $K$ independent Markovian on-off processes. The $k$th ($k = 1, 2, ..., K$) modulating process is on for an $\exp(\mu_k)$ amount of time and off for $\exp(\lambda_k)$ amount of time. When it is on the fluid of type $k$ arrives at rate $r_k > 0$, and no fluid arrives while it is off. Thus the input process of type $k$ is completely described by three parameters: $(\lambda_k, \mu_k, r_k)$.

The fluid belonging to all classes accumulates in a single buffer and is removed on a first come first served basis. In a fluid setting, the FCFS discipline is taken to mean that fluid arriving at time $t$ is removed from the buffer only after all the fluid that arrived before time $t$ is removed. This implies that typically the buffer will be processing fluids of many types simultaneously.

The output from such a queue is rather complex. See Figure 1 where we show the case of two-class system. The output processes of different type of fluids are neither independent, nor can be described by three parameter on-off processes. Our aim is to approximate the output process of type $k$ fluid by a three parameter on-off process with parameters $(\lambda_k^0, \mu_k^0, r_k^0)$, $k = 1, 2, ..., K$.

![Figure 1: Sample paths of input, buffer content and output processes.](image)

One motivation behind this analysis is in the analysis of telecommunication networks. The idea of using fluid queues in telecommunications is well established, initiated by the pioneering work by
Kosten [10] and Anick, Mitra and Sondhi [1]. There is a large literature on fluid queues, see the survey paper by Kulkarni [13]. Several researchers have also studied networks of fluid queues: see Kella [6, 7], Kella and Whitt [8, 9], Kaspi and Kella [5], etc.

Exact analysis of fluid networks is intractable, and hence one needs to find ways of approximate analysis. In this regard, earlier work done in queueing networks is a valuable guide. One promising approach is the decomposition approach, as presented by Kuehn [11], and further refined by Whitt [18] in QNA. Similar approach is also considered by Reiser and Kobayashi [16], Sevcik, et al [17], Chandy and Saur [2], and Gelenbe and Mitrani [3].

The idea is to model the telecommunication network as a network of multi-class fluid queues with FCFS discipline at all nodes. Here we assume that the external fluid inputs to all the nodes in the network are Markovian on-off processes described by three parameters. Then we approximate the output processes from a given node as independent Markovian on-off processes by using the methodology developed here. That is, we think of a node as a non-linear mapping of the input parameters to output parameters. These output processes then act as input to other queues. We seek an equilibrium solution to the non-linear system where the output parameters are consistent with the input parameters.

It is clear that the results here will be impractical to use for large values of $K$ since the computations involves matrices of size $2^K$. Hence, to create a practical fluid network analyzer, we need to develop computationally efficient approximations for computing the output parameters as a function of input parameters. The results developed here can be used to quantify the quality of these approximations. This work is under progress and will be reported at a later date.

The case of the ordinary queue is the standard M/G/1 queue with multiple type of customers. The customers belong to $K$ different types and arrive according to $K$ independent Poisson processes. The arrival rates and service time distributions are class dependent. The service discipline is FCFS. The output analysis of this queue is given in the last section.

2 Output Analysis

To accomplish the aim of characterizing the output of fluid type $k$ as a three parameter on-off process, we define the output process of type $k$ to be “on” if fluid of type $k$ is emerging from the buffer at a positive rate, and “off” if no fluid of type $k$ is emerging from the buffer.

The distributions of the on and off times of the output process of type $k$ are complicated. Let $\tau_k^m$ and $\tau_k^{off}$ denote their respective means. Then we approximate the output on and off times by exponential random variables with parameters

\[ \lambda_k^o = \frac{1}{\tau_k^{off}}, \] \[ \mu_k^o = \frac{1}{\tau_k^m}. \]  

(1)

(2)

The actual rate at which fluid of type $k$ emerges during the on time of the output process of type $k$ varies. The mean input rate of fluid of type $k$ is as given below:

\[ m_k = r_k \frac{\lambda_k}{\lambda_k + \mu_k}. \]
It is known that (see Kulkarni and Rolski [14]) the fluid queue is stable if

\[ m = \sum_{k=1}^{K} m_k < c. \]

In a stable system, the mean output rate \( m_k^0 \) of type \( k \) fluid must be the same as its mean input rate. Hence if we approximate the output rate during the output on time by a constant \( r_k^0 \) (which we call the effective peak rate of the output process), we must have

\[ m_k^0 = r_k^0 \frac{\lambda_k^0}{\lambda_k + \mu_k} = m_k. \]

Using Equations 1 and 2, we get

\[ r_k^0 = r_k \frac{\lambda_k}{\lambda_k + \mu_k} \frac{\tau_k^{on} + \tau_k^{off}}{\tau_k^{on}}. \] (3)

Equations 1, 2 and 3 imply that the output process of type \( k \) can be approximated by an on-off process with parameters \((\lambda_k^0, \mu_k^0, r_k^0)\) if we know the mean output on time \( \tau_k^{on} \) and the mean off time \( \tau_k^{off} \). These are computed in Section 5. We collect some preliminary results in Sections 3 and 4.

### 3 Multi-Class Fluid Queue

Consider a single buffer multi class fluid queue as described in Section 1. Let \( Z_k(t) \) be the state of the \( k \)th input process at time \( t \). \( \{Z_k(t), t \geq 0\} \) is a Continuous Time Markov Chain (CTMC) on state space \( \{0 = \text{off}, 1 = \text{on}\} \) with generator matrix

\[ Q_k = \begin{bmatrix} -\lambda_k & \lambda_k \\ \mu_k & -\mu_k \end{bmatrix}. \]

Let

\[ Z(t) = [Z_1(t), \ Z_2(t), \ \cdots, \ Z_K(t)] \]

be the state vector of all the input processes at time \( t \). \( \{Z(t), t \geq 0\} \) is a CTMC on state space \( S = \{z = (z_1, z_2, \ldots, z_K) : z_k = 0, 1, k = 1, 2, \ldots, K\} \) with generator matrix \( Q = Q_1 \oplus Q_2 \oplus \cdots \oplus Q_K \).

When the \( Z \) process is in state \( z \in S \), the fluid of all classes enters the buffer at rate

\[ r(z) = \sum_{k=1}^{K} r_k z_k, \quad z \in S. \]

Let \( X(t) \) be the total amount of fluid in the buffer at time \( t \). The dynamics of \( \{X(t), t \geq 0\} \) process is described by the following differential equation:

\[ \frac{d}{dt} X(t) = \begin{cases} r(z) - c & \text{if } Z(t) = z, X(t) > 0, \\ \max(r(z) - c, 0) & \text{if } Z(t) = z, X(t) = 0. \end{cases} \]

It is easy to see that if

\[ c > r = \sum_{k=1}^{K} r_k \]
the buffer eventually becomes empty and stays empty forever. The Markov nature of the bivariate process \((X, Z)\) implies that it is a regenerative process if

\[ m < c < r. \]

The regenerative cycle under this assumption is identified below.

Assume that initially all input processes are down, and the buffer is empty, i.e., \(Z(0) = 0 = (0, 0, ..., 0)\) and \(X(0) = 0\). Define

\[ D = \min\{t \geq 0 : r(Z(t)) > 0\}, \tag{5} \]

\[ U = \min\{t \geq 0 : Z(t + D) = 0, X(t + D) = 0\}. \tag{6} \]

Thus \(D\) is the duration of the first down time in the output process, i.e., output rate is zero over the interval \([0, D]\), while \(U\) is the duration of the first uptime, i.e., the output rate is positive over the interval \([D, D + U]\). Let

\[ T = D + U. \tag{7} \]

Note that \(Z(T) = 0\) and \(X(T) = 0\), and that the \((X, Z)\) process regenerates at time \(T\).

Next define \(S_k(t)\) to be 1 if the output rate of fluid of type \(k\) is positive at time \(t\), and zero otherwise. Note that the buffer can simultaneously process multiple classes of fluid. Clearly \(\{S_k(t), t \geq 0\}\) is an on-off process, but it is not necessarily an alternating renewal process. We are interested in computing \(\tau_k^m\), the mean on time, and \(\tau_k^{off}\), the mean off time, of the \(S_k\) process in steady state. Let

\[ T_k = \int_0^T S_k(t)dt, \tag{8} \]

and let \(N_k\) be the number of times the \(S_k\) process switches from 0 to 1 during the time interval \([0, T]\).

Then the regenerative nature of the \((X, Z)\) process implies that (see Kulkarni [12], Chapter 8)

\[ \tau_k^m = \frac{E(T_k)}{E(N_k)}; \tag{9} \]

and

\[ \tau_k^{off} = \frac{E(T) - E(T_k)}{E(N_k)}. \tag{10} \]

Thus we need to compute \(E(T)\), \(E(T_k)\) and \(E(N_k)\) in order to compute \(\tau_k^m\) and \(\tau_k^{off}\). In the next section we develop some preliminary results for fluid models in order to accomplish this.

4 Expected Reward in a Fluid Model

Consider a single buffer fluid queue where fluid arrives at rate \(r(Z(t))\) at time \(t\), where \(\{Z(t), t \geq 0\}\) is an irreducible CTMC with state space \(S = \{1, \ldots, n\}\) and generator matrix \(Q\). The buffer is drained at rate \(c\). Let \(\bar{r}(i) = r(i) - c\) be the net input rate in state \(i \in S\). Let \(X(t)\) be the buffer content (amount of fluid in the buffer) at time \(t\). The dynamics of \(\{X(t), t \geq 0\}\) is described by the following differential equation:

\[
\frac{d}{dt}X(t) = \begin{cases} 
\bar{r}(i) & \text{if } Z(t) = i, X(t) > 0, \\
\max(\bar{r}(i), 0) & \text{if } Z(t) = i, X(t) = 0.
\end{cases}
\]
Let
\[ \pi_i = \lim_{t \to \infty} P(Z(t) = i), \quad i \in S \]
be the limiting distribution of the Z process. The X process is stable if
\[ m = \sum_{i=1}^{n} r(i)\pi_i < c. \]
Define the first passage time in the bivariate process \((X, Z) = \{(X(t), Z(t)), t \geq 0\}\) as
\[ T_A = \min\{t > 0 : X(t) = 0, Z(t) \in A\}, \quad A \subseteq S. \] (11)

\(T_A\) is a non defective random variable if \(r(i) < c\) in at least one \(i \in A\) and \(m < c\). We assume that this is the case. Note that the random variable \(T_A\) is defined for any initial state \((X(0), Z(0))\).

Let \(\rho(x, k)\) be the rate at which reward is earned when the \((X, Z)\) process is in state \((x, k)\). The total reward earned up to time \(t\) is given by
\[ Y(t) = \int_{0}^{t} \rho(X(u), Z(u))du. \]
We are interested in computing the expected reward over \([0, T_A]\), namely
\[ g^A_i(x) = E(Y(T_A)|X(0) = x, Z(0) = i). \]
The next theorem gives the equations satisfied by
\[ g^A(x) = [g^A_1(x), g^A_2(x), ..., g^A_n(x)]'. \] (12)
We use the notation
\[ \rho(x) = [\rho(x, 1), \rho(x, 2), ..., \rho(x, n)]', \]
\[ \bar{R} = \text{diag}(\bar{r}(1), \bar{r}(2), ..., \bar{r}(n)). \]

**Theorem 1** Assume that \(T_A\) is a non defective random variable. The function \(g^A(x)\) satisfies the following non homogeneous system of linear differential equations:
\[ \bar{R} \frac{dg^A(x)}{dx} + Qg^A(x) + \rho(x) = 0, \quad x \geq 0, \] (13)
with the following boundary conditions:
\[ g^A_i(0) = 0, \quad i \in A, \bar{r}(i) < 0, \] (14)
\[ [Qg^A(0)]_i + \rho(0, i) = 0, \quad i \notin A, \bar{r}(i) < 0. \] (15)

**Proof:** Follows along the same lines as the proof of Theorem 3.1 in Kulkarni and Tzenova [15].

We need the following special case in our applications:
\[ \rho(x, i) = \begin{cases} \rho(i) & \text{if } x > 0 \\ \rho_0(i) & \text{if } x = 0. \end{cases} \] (16)
In this case the above equations can be solved relatively easily following the method in Kulkarni and Tzenova [15]. We describe the result below.

A scalar \( \nu \) and a non-zero vector \( \phi \) is called a (generalized) eigenvalue-eigenvector pair if they satisfy the equation

\[
(\nu \mathbf{R} + Q)\phi = 0.
\]

(17)

Now, let \( k = |\{i \in S : \bar{r}(i) < 0\}| \). It is known that \( \bar{r} = \sum_{i=1}^{n} \bar{r}(i) \pi_i < 0 \) implies that there are exactly \( k \) pairs \((\nu_i, \phi_i), i = 1, 2, ..., k\) that satisfy Equation 17 where the eigenvalues have negative real parts. The final solution is given in the following theorem.

**Theorem 2** Assume that \( T_A \) is a non defective random variable. Suppose \( \rho(x, z) \) is given by Equation 16. The solution to Equation 13 subject to the boundary conditions in Equations 14 and 15 is given by

\[
g^A(x) = \sum_{j=1}^{k} a_j \phi_j e^{\nu_j x} - \frac{\sum \pi(i) \rho(i)}{\sum \pi(i) \bar{r}(i)} e x + b,
\]

where \( e \) is an \( n \)-dimensional column vector of ones and \( b \) is any solution to

\[
Qb = \frac{\sum \pi(i) \rho(i)}{\sum \pi(i) \bar{r}(i)} \mathbf{R} e - \rho.
\]

(18)

The coefficients \( a_j \) are determined by the boundary conditions:

\[
\sum_{j=1}^{k} a_j \phi_{ij} = -b_i, \quad i \in A, \bar{r}(i) < 0,
\]

(20)

\[
\sum_{j=1}^{k} a_j \nu_j \phi_{ij} = \frac{\sum \pi(i) \rho(i)}{\sum \pi(i) \bar{r}(i)} + \frac{\rho_0(i) - \rho(i)}{\bar{r}(i)}, \quad i \notin A, \bar{r}(i) < 0.
\]

(21)

**Proof:** Follows along the same lines as that of Theorem 3.2 in Kulkarni and Tzenova [15]. The assumption about the non-defectiveness of \( T_A \) ensures that the number of boundary conditions uniquely determines the unknown constants \( a_j \).

We use the above theorem to compute \( \tau_k^{on} \) and \( \tau_k^{off} \) in the next section.

5 **Computation of \( \tau_k^{on} \) and \( \tau_k^{off} \)**

Let \( Z(t), U \) and \( D \) be as defined in Equations 4, 5, and 6. We first compute \( E(T) = E(D) + E(U) \). Since \( Z(0) = 0 \) and \( D \) is the time when one of the \( K \) down processes turns on, we see that it is an exponential random variable with parameter \( \lambda = \sum_{k=1}^{K} \lambda_k \). Hence

\[
E(D) = \frac{1}{\lambda}.
\]

We compute \( E(U) \) in the next theorem, which yields \( E(T) \).

**Theorem 3** Let \( A = \{0\} \) and

\[
\rho(z) = \rho_0(z) = 1, \quad z \in S.
\]

(22)
Let \( g^A(x) \) be as in Equation 12. Then

\[
E(U) = \sum_{k=1}^{K} \frac{\lambda_k}{\lambda} g^A_e(0),
\]

where \( e_k \in S \) is a \( K \) vector with \( k \)th component 1, and all other components zero.

**Proof:** Recall that \( X(0) = 0 \) and \( Z(0) = 0 \) and let \( U \) and \( D \) be as defined in Equations 5 and 6. Now define,

\[
\tilde{T}_A = \min\{t > 0 : X(t + D) = 0, \ Z(t + D) \in A\},
\]

and

\[
\tilde{Y}(t) = \int_D \rho(X(u), Z(u))du.
\]

The choice of \( A = \{0\} \), the reward rate \( \rho(x, i) \) given in Equation 16 and the expressions for \( \rho(z) \) and \( \rho_0(z) \) in Equation 22 imply that \( \tilde{T}_A = U \) and \( E(\tilde{Y}(\tilde{T}_A)) = E(U) \). Now, \( Z(0) = 0 \) implies that the \( Z \) process enters state \( e_k \) at time \( D \) with probability

\[
P(Z(D) = e_k) = \frac{\lambda_k}{\lambda}, \quad 1 \leq k \leq K.
\]

Hence

\[
E(U) = E(\tilde{Y}(\tilde{T}_A)) = \sum_{k=1}^{K} \frac{\lambda_k}{\lambda} E(\tilde{Y}(\tilde{T}_A) \mid X(D) = 0, \ Z(D) = e_k).
\]

From the analysis in Section 4 with general initial state for the bivariate process \((X, Z)\), we see that

\[
g^A_e(0) = E(\tilde{Y}(\tilde{T}_A) \mid X(D) = 0, \ Z(D) = e_k).
\]

Equations 27 and 28 yield the desired Equation 23.

Next theorem yields a method to compute \( E(T_k) \).

**Theorem 4** Let \( A = \{0\} \) and

\[
\rho(z) = \begin{cases} 
\frac{r(z)}{c} & \text{if } z \in S, \ z_k = 1, \\
0 & \text{otherwise},
\end{cases}
\]

and

\[
\rho_0(z) = \begin{cases} 
1 & \text{if } z \in S, \ z_k = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

Let \( g^A(x) \) be as in Equation 12. Then

\[
E(T_k) = \sum_{i=1}^{K} \frac{\lambda_i}{\lambda} g^A_i(0).
\]

**Proof:** Observe the following: For \( u \in [t, t + dt) \), suppose \( X(u) > 0 \), and \( Z(u) = z \) such that \( z_k = 1 \). Then the volume of type \( k \) fluid that enters the buffer during \([t, t + dt)\) is \( r_k dt \). Due to the FCFS discipline, it takes \( \frac{r(z)}{c} dt \) amount of time to remove that volume some time later. Similarly, for \( u \in [t, t + dt) \), suppose \( X(u) = 0 \), and \( Z(u) = z \) such that \( z_k = 1 \). Then it takes \( dt \) amount of
time to remove the type \( k \) fluid that enters during time \( [t, t + dt) \).

We introduce the random variable \( \bar{T}_A \) and the process \( \bar{Y}(t), t \geq 0 \) as in Equations 24 and 25. Let \( T^A_k \) be the amount of time needed to process all the fluid of type \( k \) that arrived during \( (D, D + \bar{T}_A) \). The above observation implies that, almost surely

\[
T^A_k = \int_D^{D + \bar{T}_A} r(Z(u)) I\{X(u) > 0, Z_k(u) = 1\} du \\
+ \int_D^{D + \bar{T}_A} I\{X(u) = 0, Z_k(u) = 1\} du \\
= \int_D^{D + \bar{T}_A} \rho(X(u), Z(u)) du = \bar{Y}(\bar{T}_A),
\]

where \( I\{E\} \) is an indicator function of the event \( E \), \( \rho(z, z) \) is as defined in Equation 16 with \( \rho(z) \) and \( \rho_0(z) \) given by Equations 29 and 30. If we now take \( A = \{0\} \), then \( T^A_k \) is stochastically identical to \( T_k \) as defined in Equation 8. Hence we have, as in the conclusion to the proof of Theorem 3, that

\[
E(T_k) = E(\bar{Y}(\bar{T}_A)) \\
= \sum_{i=1}^{K} \lambda_i \frac{\lambda}{\lambda} E(\bar{Y}(\bar{T}_A)|X(D) = 0, Z(D) = e_i) \\
= \sum_{i=1}^{K} \frac{\lambda_i}{\lambda} \tilde{g}_{e_i}(0).
\]

This yields the desired result.

Finally, we develop a method of computing \( E(N_k) \). We first fix a \( k \) and construct a modified process \( \{Z^k(t), t \geq 0\} \) with state space \( S \cup \{\Delta\} \) as follows. \( Z^k(t) = Z(t) \) as long as \( Z(t) \neq 0 \). If \( Z(t) = 0 \) and the \( Z \) process entered this state from any state other than \( e_k \), then \( Z^k(t) = 0 \), else \( Z^k(t) = \Delta \). Thus \( \{Z^k(t), t \geq 0\} \) is a CTMC with generator matrix \( Q^k \) matrix as given below:

\[
|Q^k|_{i,j} = \begin{cases} 
Q_{i,j} & \text{if } i \notin \{e_k, \Delta\}, j \neq \Delta, \\
\mu_k & \text{if } i = e_k \text{ and } j = \Delta, \\
-\lambda & \text{if } i, j = \Delta, \\
Q_{0,j} & \text{if } i = \Delta \text{ and } j \notin \{\Delta, 0\}, \\
0 & \text{otherwise.}
\end{cases}
\]

The rate matrix \( R^k \) is a diagonal matrix with diagonal entries as given below:

\[
R^k_{i,i} = \begin{cases} 
r(i) - c & \text{if } i \in S, \\
0 & \text{if } i = \Delta.
\end{cases}
\]

The next theorem gives a method of computing \( E(N_k) \) using the modified CTMC \( \{Z^k(t), t \geq 0\} \) with generator matrix \( Q^k \) and rate matrix \( R^k \).
Theorem 5 Let \( A = \{0, \Delta\} \) and, let \( \rho \) and \( \rho_0 \) be as given below

\[
\rho(z) = \begin{cases} 
\lambda_k & \text{if } z \in \{S : z_k = 0\}, \\
0 & \text{otherwise}.
\end{cases}
\]

\[
\rho_0(z) = \begin{cases} 
\lambda_k & \text{if } z \in \{S : z_k = 0\} \cup \{\Delta\}, \\
0 & \text{otherwise}.
\end{cases}
\]

Let \( g^A(x) \) be as in Equation 12, using the process \((X, Z^k)\). Then

\[
E(N_k) = \frac{\lambda_k}{\lambda} + \sum_{i=1}^{K} \frac{\lambda_i}{\lambda} g^A_{ik}(0).
\]

**Proof:** Let \( N_k(t) \) be the number of on periods of type \( k \) during \([0, t]\), including the one that may be continuing at time \( t \). The counting process \( N_k(\cdot) \) jumps up by one at time \( t \) if source \( k \) turns on at time \( t \) (i.e. \( Z_k(t^-) = 0 \) and \( Z_k(t) = 1 \)) in the following three cases:

1. \( X(t^-) = 0 \),
2. \( X(t^-) > 0 \) and \( Z(t^-) \neq 0 \),
3. \( X(t^-) > 0 \), \( Z(t^-) = 0 \) and \( Z^-(t^-) \neq e_k \), where \( Z^-(t) \) is the most recent state visited by the CTMC \( Z \) before it entered the current state \( Z(t) \).

Now define the sequences of positive-valued random variables \( \{\tilde{T}_n, n \geq 1\} \) and \( \{X_n, n \geq 1\} \) as follows. First define

\[
\tilde{T}_1 = \min\{t > 0 : Z_k(t) = 0 \text{ and we do not have } X(t^-) > 0, Z(t^-) = 0 \text{ and } Z^-(t^-) = e_k\}.
\]

Hence \( \tilde{T}_1 \) is the first time upon which one of the conditions 1-3 above applies. We now define

\[
X_1 = \min\{t > 0 : Z_k(t + \tilde{T}_1) = 1\}.
\]

Plainly, \( X_1 \sim \exp(\lambda_k) \) and it is easy to check that throughout the interval \([\tilde{T}_1, \tilde{T}_1 + X_1]\), one of the conditions 1-3 will apply. Hence \( N_k(\tilde{T}_1 + X_1) = 1 \). We now develop our sequences of random variables inductively by

\[
\tilde{T}_n = \min\{t > \tilde{T}_{n-1} + X_{n-1} : Z_k(t) = 0 \text{ and we do not have } X(t^-) > 0, Z(t^-) = 0 \text{ and } Z^-(t^-) = e_k\},
\]

and

\[
X_n = \min\{t > 0 : Z_k(t + \tilde{T}_n) = 1\}.
\]

The sequence \( \{X_n, n \geq 1\} \) is of iid \( \exp(\lambda_k) \) random variables and

\[
N_k(t) = n, \text{ for } \tilde{T}_n + X_n \leq t < \tilde{T}_{n+1} + X_{n+1}.
\]

Now fix \( t \in [\tilde{T}_n + X_n, \tilde{T}_{n+1} + X_{n+1}] \). It is clear from the above construction that the total time up to \( t \) for which one of the conditions 1-3 applies is bounded above and below by \( \sum_{i=1}^{n+1} X_i \) and
\[
\sum_{i=1}^{N_k(t)} X_i \leq \int_0^t I\{X(u) = 0, Z_k(u) = 0\}du + \int_0^t I\{X(u) > 0, Z(u) \neq 0, Z_k(u) = 0\}du
+ \int_0^t I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}du
\]
\[
= \int_0^t I\{X(u) = 0, Z(u) = 0\}du + \int_0^t I\{Z(u) \neq 0, Z_k(u) = 0\}du
+ \int_0^t I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}du
\]
\[
\leq \sum_{i=1}^{N_k(t)+1} X_i.
\] (32)

Here the last equality follows because
\[
I\{X(u) = 0, Z_k(u) = 0\} + I\{X(u) > 0, Z(u) \neq 0, Z_k(u) = 0\}
= I\{X(u) = 0, Z_k(u) = 0, Z(u) = 0\} + I\{X(u) = 0, Z_k(u) = 0\} + I\{X(u) > 0, Z(u) \neq 0, Z_k(u) = 0\} + I\{Z(u) \neq 0, Z_k(u) = 0\}.
\]

Taking expectations throughout the above inequality, and dividing by \( t \) we obtain
\[
\frac{E(N_k(t))}{t} \leq \lambda_k E\left[\frac{1}{t} \int_0^t I\{X(u) = 0, Z(u) = 0\}du + \frac{1}{t} \int_0^t I\{Z(u) \neq 0, Z_k(u) = 0\}du\right]
+ \frac{1}{t} \int_0^t I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}du
\leq \frac{E(N_k(t)) + 1}{t}.
\] (33)

Using regenerative process theory, we get
\[
\lim_{t \to \infty} \frac{E(N_k(t))}{t} = \frac{E(N_k)}{E(T)},
\]
\[
\lim_{t \to \infty} \frac{1}{t} E\left(\int_0^t I\{X(u) = 0, Z(u) = 0\}du\right) = \frac{1}{E(T)} E\left(\int_0^T I\{X(u) = 0, Z(u) = 0\}du\right),
\]
\[
\lim_{t \to \infty} \frac{1}{t} E\left(\int_0^t I\{Z(u) \neq 0, Z_k(u) = 0\}du\right) = \frac{1}{E(T)} E\left(\int_0^T I\{Z(u) \neq 0, Z_k(u) = 0\}du\right),
\]
\[
\lim_{t \to \infty} \frac{1}{t} E\left(\int_0^t I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}du\right) = \frac{1}{E(T)} E\left(\int_0^T I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}du\right).
\]
All the expectations above are carried out under the initial condition \( X(0) = 0, Z(0) = 0 \). Hence, taking limits as \( t \to \infty \) in 33 and using the above results from the regenerative process theory, we get
\[
E(N_k) = E\left(\int_0^T \lambda_k I\{X(u) = 0, Z(u) = 0\}du\right) +
E\left(\int_0^T [\lambda_k I\{Z(u) \neq 0, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z(u) = 0, Z^- (u) \neq e_k\}]du\right)(34)
Now, it is clear from the definition that the \((X, Z)\) process stays in the state \(0, 0\) for an exponential amount of time with parameter \(\lambda\) during \([0, T]\). Hence,

\[
E\left(\int_0^T I\{X(u) = 0, Z(u) = 0\} du\right) = 1/\lambda.
\]

On the other hand

\[
E\left(\int_0^T \lambda_k I\{Z(u) \neq 0, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z(u) = 0, Z^-(u) = e_k\} du\right)
\]

\[
= E\left(\int_D \lambda_k I\{Z(u) \neq 0, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z(u) = 0, Z^-(u) = e_k\} du\right).
\]

As in the proofs of Theorems 3 and 4, we now write

\[
\tilde{T}_A = \min\{t > 0 : X(t + D) = 0, Z^k(t + D) \in A\},
\]

and observe that with \(A = \{0, \Delta\}, D + \tilde{T}_A\) is stochastically identical to \(T\). We also write

\[
\tilde{Y}(t) = \int_0^{D+t} \rho(X(u), Z^k(u)) du.
\]

Furthermore, using the CTMC \(Z^k\) as defined earlier, we see that

\[
\{Z(u) = 0, Z^-(u) = e_k\} \Leftrightarrow \{Z^k(u) = \Delta\}.
\]

Hence the last expectation can be computed as

\[
E\left(\int_D^{D+\tilde{T}_A} \lambda_k I\{Z(u) \neq 0, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z(u) = 0, Z^-(u) = e_k\} du\right)
\]

\[
= E\left(\int_D^{D+\tilde{T}_A} \lambda_k I\{Z_k(u) \notin \{0, \Delta\}, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z_k(u) = 0\} du\right)
\]

\[
= E\left(\int_D^{D+\tilde{T}_A} \lambda_k I\{X(u) = 0, Z^k(u) \notin \{0, \Delta\}, Z_k(u) = 0\} + \lambda_k I\{X(u) > 0, Z^k(u) \notin \{0, \Delta\}, Z_k(u) = 0\} du\right)
\]

\[
+ \lambda_k I\{X(u) > 0, Z^k(u) = 0\} du\right)
\]

\[
= E\left(\int_D^{D+\tilde{T}_A} \rho_0(Z^k(u))I\{X(u) = 0\} + \rho(Z^k(u))I\{X(u) > 0\} du\right)
\]

\[
= E\left(\int_D^{D+\tilde{T}_A} \rho(X(u), Z^k(u)) du\right)
\]

\[
= E(\tilde{Y}(\tilde{T}_A))
\]

\[
= \sum_{i=1}^K \frac{\lambda_i}{\lambda} E(\tilde{Y}(\tilde{T}_A) \mid X(D) = 0, Z^k(D) = e_i)
\]

\[
= \sum_{i=1}^K \frac{\lambda_i}{\lambda} \delta_{e_i}^A(0).
\]

Here the third equality follows because \(D \leq u \leq D + \tilde{T}_A\), \(X(u) = 0\) implies \(Z^k(u) \notin \{0, \Delta\}\); the fourth equality follows from the use of the functions \(\rho_0\) and \(\rho\) given in the theorem, and the fifth
<table>
<thead>
<tr>
<th>( k )</th>
<th>( \lambda_k )</th>
<th>( \mu_k )</th>
<th>( r_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: The Parameters of the Input Processes

equality follows from the definition of the function \( \rho \) given in Equation 16. The final equality is as in the conclusions to the proofs of Theorems 3 and 4. Substituting in Equation 34 yields the theorem.

Thus \( E(T) \) can be computed using the results of Theorem 2 with the reward rate function given in Theorem 3, \( E(T_k) \) can be computed using the results of Theorem 4 with the reward rate function given in Theorem 4, and \( E(N_k) \) can be computed using the results of Theorem 2 with the reward rate function given in Theorem 5. The required quantity \( \tau_{on}^k \) can now be computed by using Equation 9, and \( \tau_{off}^k \) by using Equation 10. We illustrate the computations with an example in the next section.

6 Example

We consider a multi-class fluid queue with \( K=4 \) classes. The three parameters of the four input streams are given in Table 1. The mean input rate from each source is 1. However, the burstiness of source \( k \) increases with \( k \). The total mean input rate is \( m = 4 \). The maximum peak rate (when all sources are on simultaneously) is \( r = 14 \). We plot \( \tau_{on}^k \), \( \tau_{off}^k \) and \( r_k^o \) for \( k = 1, 2, 3, 4 \) as a function of \( c \) over \( m = 4 < c < 14 = r \) in Figures 2, 3, and 4 below. Several interesting features can be gleaned from these graphs.

From Figure 2 we see that the mean on times of the output of source \( k \) decreases with \( c \). This is as expected. It converges to \( 1/\mu_k \) as \( c \) increases to \( r \). In fact we can see that for \( c \geq r \) (=14 in this case), the fluid passes through the buffer uninterrupted and hence the output on-time periods are the same as the input on-time periods, which have mean \( 1/\mu_k \). The mean output burst length is never less than the mean input burst length.

Figure 3 shows that the mean off-times increase as a function of \( c \), although this is not always true. For some parameter values they can be non-monotonic functions of \( c \). We do not show these examples to save space. The limit of the mean output off-time of type \( k \), as \( c \) increases to \( r \), is \( 1/\lambda_k \), which is the mean input off-time of type \( k \). The explanation for this is same as in the case of mean on-times.

A surprising feature of Figures 2 and 3 is that the mean on-times and the mean off-times for the output processes do not tend to infinity as \( c \) decreases to \( m \) (=4 in this case). However, the mean output burst of the superposition of all the output processes does tend to infinity as \( c \) decreases to \( m \). Indeed the output process analysis is rather complicated in the case of an unstable fluid queue, and we do not have complete answers for this case. We have been unable to find a simple expression for the limit of the mean on and off times as \( c \) decreases to \( m \).
Figure 4 shows the effective peak rate as a function of $c$ for the four sources. As expected, it is an increasing function of $c$ and approaches the input peak rate as $c$ increases to $r$. In fact, for $c \geq r$ we have $r_k^p = r_k$ by the same argument as before. Note that the sum of the effective peak rates of the four sources can be more than $c$. This is a consequence of the definition of the output peak rate, and it shows the effect of statistical multiplexing of traffic. It is interesting to note that for source 4 (with peak input rate 5), the effective output peak rate increases linearly for $4 < c < 5$. In fact our numerical experimentation shows that

$$r_k^o = \frac{r_k}{r_k - m_k + m}, \quad m < c \leq r_k.$$

and that

$$\lim_{c \to m} r_k^o = \frac{r_k}{r_k - m_k + m}, \quad 1 \leq k \leq K.$$

We do not have formal proofs of these results. However, the first relation is proved to hold for $0 \leq c \leq \max(r_k, m)$ by entirely different methods in Hirasawa [4], and the second follows from this.

As mentioned in the introduction, the motivation for this research is to approximate the output processes of the individual sources by on-off processes with exponential on and off times whose means are computed by the methods given here. A natural question is: how good is this approximation? Here we show two simple simulation results that show that the approximation is indeed excellent, at least for the parameters chosen. The parameters of the four sources are as before, and $c$ is chosen to be $22/3$. The simulation was run until the output processes of each source contained at least 10,000 on times. The numerically computed mean on time was .294, and mean off time was .067 for source 4, and its output process contained 16,113 on and off times. Figure 5 shows the exponential pdf with mean .294 superimposed with the pdf produced by the simulation using the
16,113 observations of on-times from the output stream of source 4 clubbed into 100 bins. Figure 6 shows the exponential pdf with mean .967 superimposed with the pdf produced by the simulation using the 16,113 observations of off-times from the output stream of source 4 clubbed into 100 bins.

The complete evaluation of the quality of the proposed approximation requires a rather extensive simulation experimentation that is underway as part of the Multi-Class Fluid Network analysis effort, and will be published subsequently.

7 Multi-class M/G/1 Queue

The output analysis of the previous sections can be done even more simply for a standard multi-class M/G/1 queue, although the motivation of the fluid networks does not apply here. We report the results here as they may be of independent interest.

Consider a single server queue with \(K\) classes of customer. Customers of class \(k\) \((1 \leq k \leq K)\) arrive according to a PP(\(\lambda_k\)) and form a single line. They are served by the single server according to a first come first served discipline. The service times of class \(k\) customers are iid with mean \(\nu_k\). The classes are independent of each other.

A multi-class M/G/1 queue with an FCFS service discipline may be regarded as a standard single-class M/G/1 queue with arrival rate

\[
\lambda = \sum_{k=1}^{K} \lambda_k,
\] (35)
and mean service time

\[ \nu = \frac{\sum_{k=1}^{K} \lambda_k \nu_k}{\lambda}. \]  

(36)

Let

\[ \rho_k = \lambda_k \nu_k. \]  

(37)

The queue is stable if

\[ \rho = \sum_{k=1}^{K} \rho_k < 1. \]  

(38)

Define \( S(t) \) to be the state of the server as follows: \( S(t) = 0 \) if the server is idle at time \( t \), and \( S(t) = k \) if the server is serving a customer of class \( k \) at time \( t \). (Unlike in the fluid case, here the server cannot serve more than one type of customer at a time.) Clearly the \( \{S(t), t \geq 0\} \) process is a regenerative process with state space \( \{0, 1, ..., K\} \), and it regenerates whenever it enters state 0. In this section we compute \( \tau_k \), the expected sojourn time in state \( k \), and \( \tau_{kk} \), the expected inter visit time to state \( k \). The main result is given in the following theorem:

**Theorem 6** Assume that the queue is stable. Then,

\[ \tau_k = \frac{\lambda \nu_k}{(1 - \rho) \lambda_k + (\lambda - \lambda_k)}, \quad 1 \leq k \leq K, \]  

(39)

and

\[ \tau_{kk} = \frac{\lambda}{(1 - \rho) \lambda_k^2 + \lambda_k (\lambda - \lambda_k)} = \frac{\tau_k}{\rho_k}, \quad 1 \leq k \leq K, \]  

(40)
**Proof:** Since the queue is assumed to be stable, $\rho_k$ is the long run fraction of the time the server is busy serving customers of class $k$. Suppose $S(0) = 0$, and define $T$ to be the first time the $S$ process re-enters state 0. Furthermore, define $T_k$ to be the total time spent in state $k$ by the $S$ process during $(0, T]$, and $N_k$ be the total number of visits to state $k$ during $(0, T]$. Results from regenerative processes imply that

$$
\rho_k = \frac{E(T_k)}{E(T)},
$$

(41)

$$
\tau_k = \frac{E(T_k)}{E(N_k)},
$$

(42)

$$
\tau_{kk} = \frac{E(T)}{E(N_k)}.
$$

(43)

Since $E(T)$ is the expected length of a busy cycle in an M/G/1 queue with arrival rate $\lambda$ and mean service times $\nu$ as given in Equations 35 and 36, we have

$$
E(T) = \frac{1}{\lambda} + \frac{\nu}{1 - \rho} = \frac{1}{\lambda(1 - \rho)},
$$

(44)

where $\rho$ is as defined in Equation 38. Using Equation 41 we get

$$
E(T_k) = \frac{\rho_k}{\lambda(1 - \rho)}.
$$

(45)

where $\rho_k$ is as defined by Equation 37.
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Next we compute $E(N_k)$. Let $N$ be the total number of customers served during the first busy cycle, and let $X_n$ be the type of the $n$th customer ($1 \leq n \leq N$). Then, FCFS service discipline implies that

$$N_k = 1\{X_1 = k\} + \sum_{n=2}^{N} 1\{X_{n-1} \neq k, X_n = k\}.$$ 

Hence,

$$E(N_k) = P(X_1 = k) + E(\sum_{n=2}^{N} 1\{X_{n-1} \neq k, X_n = k\}).$$

Using the fact that $\{X_n, n \geq 1\}$ is a sequence of iid random variables with common pmf

$$P(X_n = k) = \frac{\lambda_k}{\lambda}, \quad 1 \leq k \leq K,$$

we get

$$E(N_k) = \frac{\lambda_k}{\lambda} + (E(N) - 1)\frac{\lambda_k}{\lambda}(1 - \frac{\lambda_k}{\lambda}).$$

From the results for standard M/G/1 queue, we know that

$$E(N) = \frac{1}{1 - \rho}.$$ 

Using this we get

$$E(N_k) = \frac{\lambda_k^2}{\lambda^2} + \frac{1}{1 - \rho} \cdot \frac{\lambda_k}{\lambda}(1 - \frac{\lambda_k}{\lambda}). \quad (46)$$

Using Equations 46 and 45 in Equations 42 and 43 we get Equations 39 and 40. This completes the proof.
Note that $\tau_k$ and $\tau_{kk}$ do not tend to infinity as $\rho \to 1$, although $E(T)$ does. This phenomenon was observed in the fluid case as well.

8 Conclusions

In this paper we have presented the analysis of the output processes from a multi-class queue, both the fluid case and the ordinary case. In both cases we have derived results about the mean on and off times of the output processes of the different types. In the fluid case these results take the form of algorithms to compute these quantities, while in the regular case we have derived explicit results.
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