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Sliced Inverse Regression for Dimension Reduction

KER-CHAU LI*

Modern advances in computing power have greatly widened scientists' scope in gathering and investigating information from many variables, information which might have been ignored in the past. Yet to effectively scan a large pool of variables is not an easy task, although our ability to interact with data has been much enhanced by recent innovations in dynamic graphics. In this article, we propose a novel data-analytic tool, sliced inverse regression (SIR), for reducing the dimension of the input variable $x$ without going through any parametric or nonparametric model-fitting process. This method explores the simplicity of the inverse view of regression; that is, instead of regressing the univariate output variable $y$ against the multivariate $x$, we regress $x$ against $y$. Forward regression and inverse regression are connected by a theorem that motivates this method. The theoretical properties of SIR are investigated under a model of the form, $y = f(\beta_1 x, \ldots, \beta_k x, e)$, where the $\beta_i$'s are the unknown row vectors. This model looks like a nonlinear regression, except for the crucial difference that the functional form of $f$ is completely unknown. For effectively reducing the dimension, we need only to estimate the space [effective dimension reduction (e.d.r.) space] generated by the $\beta_i$'s. This makes our goal different from the usual one in regression analysis, the estimation of all the regression coefficients. In fact, the $\beta_i$'s themselves are not identifiable without a specific structural form on $f$. Our main theorem shows that under a suitable condition, if the distribution of $x$ has been standardized to have the zero mean and the identity covariance, the inverse regression curve, $E(x | y)$, will fall into the e.d.r. space. Hence a principal component analysis on the covariance matrix for the estimated inverse regression curve can be conducted to locate its main orientation, yielding our estimates for e.d.r. directions. Furthermore, we use a simple step function to estimate the inverse regression curve. No complicated smoothing is needed. SIR can be easily implemented on personal computers. By simulation, we demonstrate how SIR can effectively reduce the dimension of the input variable from, say, 10 to $K = 2$ for a data set with 400 observations. The spin-plot of $y$ against the two projected variables obtained by SIR is found to mimic the spin-plot of $y$ against the true directions very well. A chi-squared statistic is proposed to address the issue of whether or not a direction found by SIR is spurious.

KEY WORDS: Dynamic graphics; Principal component analysis; Projection pursuit.

1. INTRODUCTION

Regression analysis is a popular way of studying the relationship between a response variable $y$ and its explanatory variable $x$, a $p$-dimensional column vector. Quite often, a parametric model is used to guide the analysis. When the model is parsimonious, standard estimation techniques such as the maximum likelihood or the least squares method have proved to be successful in gathering information from the data.

In most applications, however, any parametric model is at best an approximation to the true one, and the search for an adequate model is not easy. When there are no persuasive models available, nonparametric regression techniques emerge as promising alternatives that offer the needed flexibility in modeling. A common theme of nonparametric regression is the idea of local smoothing, which explores only the continuity or differentiability property of the true regression function. The success of local smoothing hinges on the presence of sufficiently many data points around each point of interest in the design space to provide adequate information. For one-dimensional problems, many smoothing techniques are available (see Eubank 1988 for a comprehensive account).

As the dimension of $x$ gets higher, however, the total number of observations needed for local smoothing escalates exponentially. Unless we have a gigantic sample, standard methods, such as kernel estimates or nearest-neighbor estimates, break down quickly because of the sparseness of the data points in any region of interest. To challenge the curse of dimensionality, one hope that statisticians may capitalize on is that interesting features of high-dimensional data are retrievable from low-dimensional projections. For regression problems, the following model describes such an ideal situation:

$$y = f(\beta_1 x, \beta_2 x, \ldots, \beta_k x, e). \tag{1.1}$$

Here the $\beta_i$'s are unknown row vectors, $e$ is independent of $x$, and $f$ is an arbitrary unknown function on $\mathbb{R}^{k+1}$.

When this model holds (cf. Remark 1.1), the projection of the $p$-dimensional explanatory variable $x$ onto the $K$ dimensional subspace, $(\beta_1 x, \ldots, \beta_k x)'$, captures all we need to know about $y$. When $K$ is small, we may achieve the goal of data reduction by estimating the $\beta_i$'s efficiently. For convenience, we shall refer to any linear combination of the $\beta_i$'s as an effective dimension-reduction (e.d.r.) direction, and to the linear space $B$ generated by the $\beta_i$'s as the e.d.r. space. More discussion on this model, e.d.r. directions, and the relation to other approaches is given in Section 2. Our main focus in this article is on the estimation of the e.d.r. directions, leaving questions such as how to estimate main features of $f$ for further investigation. Intuitively speaking, after estimating the e.d.r. directions, standard smoothing techniques can be more successful because
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the dimension has been lowered (cf. Remark 1.2). On the other hand, during the exploratory stage of data analysis, one often wants to view the data directly. Many graphical tools are available (see, for instance, the special applications section on statistical graphics, introduced by Cleveland 1987), but plotting \( y \) against every combination of \( x \) within a reasonable amount of time is impossible. So, to use the scatterplot-matrix techniques (Carr et al. 1987), we often focus on coordinate variables only. Likewise, 3-D rotating plots (e.g., see Huber 1987) can handle only one two-dimensional projection of \( x \) at a time (the third dimension is reserved for \( y \). Therefore, to take full advantage of modern graphical tools, guidance on how to select the projection directions is clearly called for. A good estimate of the e.d.r. directions can lead to a good view of the data. Section 6.3 demonstrates how sharp the view found by our method is.

Our method of estimating the e.d.r. directions is based on the idea of inverse regression. Instead of regressing \( y \) against \( x \) (forward regression) directly, we regress \( x \) against \( y \) (inverse regression). The immediate benefit for exchanging the roles of \( y \) and \( x \) is that we can side-step the dimensionality problem. This comes out because inverse regression can be carried out by regressing each coordinate of \( x \) against \( y \). Thus we essentially deal with a one-dimension to one-dimension regression problem, rather than the high-dimensional forward regression.

The feasibility of finding the e.d.r. directions via inverse regression will become clear. As \( y \) varies, \( E(x \mid y) \) draws a curve, called the inverse regression curve, in \( R^p \). Under (1.1), however, this curve typically will hover around a \( K \)-dimensional affine subspace. At one extreme, as shown in Theorem 3.1 of Section 3, the inverse regression curve actually falls into a \( K \)-dimensional affine subspace determined by the e.d.r. directions, provided that the distribution of \( x \) satisfies (3.1). If we have standardized \( x \) to have mean 0 and the identity covariance, then this subspace coincides with the e.d.r. space. Elliptically symmetric distributions, including the normal distribution, satisfy condition (3.1).

Exploring the simplicity of inverse regression, we develop a simple algorithm, called sliced inverse regression (SIR), for estimating the e.d.r. directions. After standardizing \( x \), SIR proceeds with a crude estimate of the inverse regression curve \( E(x \mid y) \), which is the slice mean of \( x \) after slicing the range of \( y \) into several intervals and partitioning the whole data into several slices according to the \( y \) value. A principal component analysis is then applied to these slice means of \( x \), locating the most important \( K \)-dimensional subspace for tracking the inverse regression curve \( E(x \mid y) \). The output of SIR is these components after an affine retransformation back to the original scale.

In Section 5, under the design condition of (3.1), we show that SIR yields root \( n \) consistent estimates for the e.d.r. directions.

Besides offering estimates of e.d.r. directions, the outputs of SIR are themselves interesting descriptive statistics containing useful information about the inverse regression curve. In Section 7, we elaborate this point further and argue that the directions produced by SIR can be used to form variables (derivable from \( x \) linearly) that are most predictable from \( y \). Thus for graphical purposes, even if the design condition (3.1) is not satisfied, SIR still suggests interesting directions for viewing the data.

As a sharp contrast to most nonparametric techniques that require intensive computation, SIR is very simple to implement. Moreover, the sampling property of SIR is easy to understand; another advantage over other methods. Thus it is possible to assess the effectiveness of SIR by using the companion output eigenvalues at the principal component analysis step (see Remark 5.1 in Section 5). These eigenvalues provide valuable information for assessing the number of components in the data (see Remark 5.2). Finally, selection of the number of slices for SIR is less crucial than selection of the smoothing parameter for typical nonparametric regression problems. We further illustrate these points by simulation in Section 6.

In view of these virtues, however, SIR is not intended to replace other computer-intensive methods. Rather it can be used as a simple tool to aid other methods; for instance, it provides a good initial estimate for many methods based on the forward regression viewpoint. Because of low computing cost, one should find it easy to incorporate SIR into most statistical packages.

Remark 1.1. All models are imperfect in some sense and (1.1) should be interpreted as an approximation to reality. However, there is a fundamental difference between this and other statistical models: (1.1) takes the weakest form for reflecting our hope that a low-dimensional projection of a high-dimensional regressor variable contains most of the information that can be gathered from a sample of a modest size. Equation (1.1) does not impose any structure on how the projected regressor variable affects the output variable. In addition, we may even vary \( K \) to reflect the degree of the anticipated dimension reduction. At \( K = p \), (1.1) becomes a redundant assumption. By comparison, most regression models assume \( K = 1 \), with additional structures on \( f \).

Remark 1.2. A philosophical point needs to be emphasized here: The estimation of the projection angles can be a more important statistical issue than the estimation of the structure of \( f \) itself. In fact, the structure of \( f \) is impossible to identify unless we have other scientific evidence beyond the data under study. One can obtain two different versions of \( f \) to represent the same joint distribution of \( y \) and \( x \) [cf. (2.1)]. Thus what we can estimate are at most statistical quantities, such as the conditional mean or quantiles of \( y \) given \( x \). On the other hand, during the early stages of data analysis, when one does not have a fixed objective in mind, the need for estimating such quantities is not as pressing as that for finding ways to simplify the data. Our formulation of estimating the e.d.r. directions is one way to address such a need in data analysis. After finding a good e.d.r. space, we can project data into this smaller space. We are then in a better position to identify what should be pursued further: model building, response surface estimation, cluster analysis, heteroscedasticity analysis, variable selection, or inspecting scatterplots (or spin-plots) for interesting fea-
tures. This approach toward data analysis is different from that in many other works. Projection pursuit regression (Friedman and Stuetzle 1981), ACE and additive models (Breiman and Friedman 1985; Stone 1986; Hastie and Tibshirani 1986), or partial splines (Chen 1988b; Cuzick 1987; Engle, Granger, Rice, and Rice 1986; Heckman 1986; Speckman 1987; Wahba 1986), for instance, seem to have singled out the approximation of the conditional mean of the output variable (or its transformation) as their primary goal. But dimension reduction in statistics has a wider scope than functional approximation. The concept of e.d.r. space and the method of SIR aim at this general purpose of dimension reduction.

After dimension reduction, if we want to estimate the response surface, for example, we can apply standard techniques in nonparametric regression to the projected variables (e.g. Li 1987 and the references therein). In addition, suitable conditional influence as in the Box-Cox transformation study (Hinkley and Runger 1984) may be valuable. Needless to say, the door is open for further serious work.

2. A MODEL FOR DIMENSION REDUCTION

Equation (1.1) describes an ideal situation where one can reduce the dimension of the explanatory variable from \( p \) to a smaller number \( K \) without losing any information. An equivalent version of (1.1) is: The conditional distribution of \( y \) given \( x \) depends on \( x \) only through the \( K \) dimensional variable \( (\beta_1 x, \ldots, \beta_K x) \). Thus conditional on \( \beta^T x \)'s, \( y \) and \( x \) are independent; the perfectly reduced variable, \( (\beta_1 x, \ldots, \beta_K x) \), is seen to be as informative as the original \( x \) in predicting \( y \).

Recall the terminology of e.d.r. direction and e.d.r. space from Section 1. Observe that by changing \( f \) suitably, (1.1) can be reparameterized by any set of \( K \) linearly independent e.d.r. directions. Another interpretation is that conditioning on \( (\beta_1 x, \ldots, \beta_K x) \) is equivalent to conditioning on any non-degenerate affine transformation of this vector. Thus it is the e.d.r. space \( B \) that can be identified; the individual vectors \( \beta_1, \ldots, \beta_K \) are not themselves identifiable (unless further structural conditions on \( f \) are imposed).

Let \( \Sigma_{xx} \) be the covariance matrix of \( x \). Later on, we shall find it convenient to consider the standardized version of \( x \), \( z = \Sigma_{xx}^{-1/2} [x - E(x)] \). We may rewrite (1.1) as

\[
y = f(\eta_1 z, \ldots, \eta_K z, \epsilon),
\]

where \( \eta_k = \beta_k \Sigma_{xx}^{-1/2} \) (for \( k = 1, \ldots, K \)). We shall call any vector in the linear space generated by the \( \eta_k \)'s a standardized e.d.r. direction.

We will discuss the relationship of our model to other models subsequentially.

First of all, it is fair to say that one-component models (\( K = 1 \)) prevail in the literature; for instance, the generalized linear model, the Box-Cox transformation model and its generalization (Box and Cox 1964; Bickel and Doksum 1981; Carroll and Ruppert 1984) and others. Brillinger (1977, 1983) derived a surprising result about the robustness of least squares estimation under a global misspecification of the link function. Li and Duan (1989) generalized Brillinger's result to a general class of maximum likelihood type estimators.

Turning to the multicomponent model (\( K > 1 \)), observe that the conditional expectation \( E(y \mid x) \), the forward regression surface, takes the form \( g(\beta_1 x, \ldots, \beta_K x) \). From the forward regression viewpoint, after projecting \( x \) onto any \( K \)-dimensional subspace (with a basis, say, \( b_1, \ldots, b_K \)), it is possible to estimate the conditional expectation \( E(y \mid b^T x) \) nonparametrically. The average conditional variance \( E[\var{y \mid b^T x}] \) is minimized when the projection space coincides with the space of the e.d.r. directions. We are led to a variant of the projection pursuit method studied in Chen (in press), which estimates the e.d.r. space by globally searching for a best \( K \)-dimensional projection that minimizes a lack-of-fit measure based on the residual sum of squares. Large-sample results were derived, but the method appears to be highly computer-intensive because one has to worry not only about how to do a global search efficiently but also about how to do the multidimensional smoothing.

If the conditional expectation \( E(y \mid x) \) takes the additivity form, \( g_1(\beta_1 x) + \cdots + g_K(\beta_K x) \), then one may use the projection pursuit regression algorithm (PPR) as described in Friedman and Stuetzle (1981) to estimate the e.d.r. directions. Donoho and Johnstone (1989), Hall (1989), and Huber (1985) add more insight to PPR.

Another possible forward regression route to attack this problem is based on the observation that under (1.1), any slope vector, the derivative of \( y \) with respect to \( x \) at any point, falls within the e.d.r. space \( B \). Thus if we can estimate the slope vectors well, we may apply a principal component analysis to the estimated slope vectors to find the e.d.r. directions. The main difficulty for this approach, however, is the estimation of the derivatives for high dimensional \( x \).

Many recent works are related to data reduction. A short and incomplete list includes the correspondence analysis approach (e.g., van Rijckevorsel and de Leeuw 1988), classification trees (e.g., Breiman, Friedman, Olshen, and Stone 1984; Loh and Vanichsetakul 1988), ACE and additive models (Breiman and Friedman 1985; Koyak 1987; Stone 1986), and partial spline models (Chen 1988; Cuzick 1987; Engle et al. 1983; Heckman 1986; Speckman 1987; Wahba 1986), and projection pursuit density estimation (e.g., Diaconis and Freedman 1984; Friedman 1987; Huber 1985).

We conclude this section by discussing the question of how to evaluate the effectiveness of an estimated e.d.r. direction. An obvious criterion is based on the squared Euclidean distance between the estimated e.d.r. direction \( b \) (normalized to have the unitary length) and the true e.d.r. space \( B \). This criterion, however, is not invariant under scale change or affine transformation of \( x \). We prefer an affine invariant criterion,

\[
R^2(b) = \max_{b \in B} \frac{(b \Sigma_{xx} b)^2}{b \Sigma_{xx} b \cdot \beta \Sigma_{xx} \beta},
\]

the squared multiple correlation coefficient between the projected variable \( b x \) and the ideally reduced variables \( \beta_1 x, \ldots, \beta_K x \). For a collection of \( K \) estimated directions \( b_1, \ldots, b_K \) generating a linear subspace \( \tilde{B} \), we use the squared trace...
correlation, denoted by $\mathbf{R}^2(\beta)$, as our criterion: the average of the squared canonical correlation coefficients between $b_1\mathbf{x}, \ldots, b_K\mathbf{x}$ and $\beta_1\mathbf{x}, \ldots, \beta_K\mathbf{x}$ (Hooper 1959). It is also reasonable to replace $\Sigma_{xx}$ by the sample covariance matrix in our definition of the criteria.

3. THE INVERSE REGRESSION CURVE

Consider the trajectory of the inverse regression curve $E(x \mid y)$ as $y$ varies. The center of this curve is located at $E(E(x \mid y)) = E(x)$. In general, the centered inverse regression curve, $E(x \mid y) - E(x)$ is a $p$-dimensional curve in $\mathbb{R}^p$. We shall see that it lies on a $K$-dimensional subspace, however, with the following condition on the design distribution:

**Condition 3.1.** For any $b$ in $\mathbb{R}^p$, the conditional expectation $E(bx \mid \beta_1\mathbf{x}, \ldots, \beta_K\mathbf{x})$ is linear in $\beta_1\mathbf{x}, \ldots, \beta_K\mathbf{x}$; that is, for some constants $c_0, c_1, \ldots, c_K,$ $E(bx \mid \beta_1\mathbf{x}, \ldots, \beta_K\mathbf{x}) = c_0 + c_1\beta_1\mathbf{x} + \cdots + c_K\beta_K\mathbf{x}$.

This condition is satisfied when the distribution of $x$ is elliptically symmetric (e.g., the normal distribution). More discussion of this condition is given in Remark 3.3. The following theorem will be proved in the Appendix.

**Theorem 3.1.** Under the conditions (1.1) and (3.1), the centered inverse regression curve $E(x \mid y)$ is contained in the linear space generated by the standardized e.d.r. directions $\eta_1, \ldots, \eta_K$.

An important consequence of this corollary is that the covariance matrix $\text{cov}(E(z \mid y))$ is degenerate in any direction orthogonal to the $\eta_i$'s. We see, therefore, that the eigenvectors, $\eta_i(k = 1, \ldots, K)$, associated with the largest $K$ eigenvalues of $\text{cov}(E(z \mid y))$ are the standardized e.d.r. directions. Transforming back to the original scale, $\eta_i^2$ (k = 1, ..., K) are in the e.d.r. space. This leads to the SIR algorithm of the next section.

**Remark 3.1.** Conditional covariance $\text{cov}(z \mid y)$ can also reveal valuable clues for finding the standardized e.d.r. directions. To see this, simply apply the identity

$$E(\text{cov}(z \mid y)) = \text{cov} z - \text{cov}(E(z \mid y)) = I - \text{cov}(E(z \mid y)).$$

Therefore, after an eigenvalue decomposition of $E(\text{cov}(z \mid y))$, we may find the standardized e.d.r. directions from the eigenvectors associated with the smallest $K$ eigenvalues. The estimation of $E(\text{cov}(z \mid y))$ is not difficult; see Remark 5.3.

**Remark 3.2.** Regression models are usually formed by decomposing the joint distribution of $y$ and $x$ as $h(y \mid x)k(x)$ and modeling $h(y \mid x)$. This is the forward view of regression. The inverse view of regression factorizes the joint density as $h(x \mid y)k(y)$ and models $h(x \mid y)$. Important cases of inverse formation include discriminant analysis (with logistic regression as the counterpart from the forward view). SIR is itself meaningful from the inverse view of modeling. It is interesting to observe that we may consider $y$ as a parameter with an empirical Bayes prior.

**Remark 3.3.** Condition (3.1) seems to impose a stringent requirement on the distribution of $x$. One implication is that, at the stage of data collection, unless the functional form of the response surface is known, we had best design the experiment so that the distribution of $x$ will not blantly violate elliptic symmetry. For example, rotatable designs, advocated by George Box (see, e.g., Box and Draper 1987) in the response surface literature, deserve to be studied more closely in the future. On the other hand, after data collection, it would help the analysis if closer examination of the distribution of $x$ can be made so that outliers can be removed or clusters can be separated before analysis.

An interesting extension of Corollary 3.1 will be to quantify how far away from the standardized e.d.r. space the inverse regression curve $E(z \mid y)$ is when (3.1) is mildly violated. If the projection of $E(z \mid y)$ on the orthogonal complement of the standardized e.d.r. space is small, then the directions picked up by the principal component analysis of $\text{cov}(E(z \mid y))$ will still be close to the standardized e.d.r. directions. The situation is similar to that in Brillinger (1977, 1983) where consistency of least squares in estimating $\beta_1$ for one-component models under (3.1) is proved. Furthermore, empirical evidence was reported indicating that his result is not sensitive to violation of (3.1). A comprehensive account of this robustness issue for the least squares and other commonly used regression estimates is given in Li and Duan (1989).

After the first version of our article was written, this design robustness issue was further addressed in three articles. First, a bound to bias in estimation was obtained in Duan and Li (in press) for $K = 1$. Moreover, Li (1989) argued that for most directions $b$, we can expect the linearity in (3.1) to hold approximately, borrowing a powerful result from Diaconis and Freedman (1984) where they showed that most low-dimension projections of a high-dimension data cloud are close to being normal. Li (1989) also demonstrated how SIR may find the directions that violate (3.1) most seriously. Li (1990b) extended the discussion to a framework for the uncertainty analysis of mathematical models.

4. SLICED INVERSE REGRESSION

A scheme for sliced inverse regression operates on the data $(y_i, x_i) (i = 1, \ldots, n)$, in the following way:

1. Standardize $x$ by an affine transformation to get $\hat{x}_i = \hat{\Sigma}_{xx}^{-1/2}(x_i - \bar{x}) (i = 1, \ldots, n)$, where $\hat{\Sigma}_{xx}$ and $\bar{x}$ are the sample covariance matrix and sample mean of $x$ respectively.
2. Divide range of $y$ into $H$ slices, $I_1, \ldots, I_H$; let the proportion of the $y_i$ that falls in slice $h$ be $\hat{p}_h$; that is $\hat{p}_h = (1/n) \sum_{y_i \in I_h} \delta_i (y_i)$, where $\delta_i (y_i)$ takes the values 0 or 1 depending on whether $y_i$ falls into the $i$th slice $I_i$ or not.
3. Within each slice, compute the sample mean of the $\hat{x}_i$'s, denoted by $\hat{m}_h (h = 1, \ldots, H)$, so that $\hat{m}_h = (1/nh) \sum_{y_i \in I_h} \hat{x}_i$.
4. Conduct a (weighted) principal component analysis
for the data $\hat{m}_h (h = 1, \ldots, H)$ in the following way: Form the weighted covariance matrix $\hat{V} = \sum_{h=1}^H \hat{p}_h \hat{m}_h \hat{m}_h^T$, then find the eigenvalues and the eigenvectors for $\hat{V}$.

5. Let the $K$ largest eigenvectors (row vectors) be $\hat{\eta}_h (k = 1, \ldots, K)$. Output $\hat{\beta}_h = \hat{\eta}_h \hat{\Sigma}^{-1/2} (k = 1, \ldots, K)$.

Steps 2 and 3 produce a crude estimate of the standardized inverse regression curve $E(x \mid y)$. Although it is feasible to use more sophisticated nonparametric regression methods such as kernel, nearest neighbor, or smoothing splines to yield a better estimate of the inverse regression curve, we advocate only the method of slicing due to its simplicity. Since we only need the main orientation (but not any other detailed aspects) of the estimated curve, possible gains due to smoothing are not likely to be substantial.

The weighting adjustment for principal component analysis in Step 4 takes care of the case where there may be unequal sample sizes in different slices. The first $K$ components locate the most important subspace to track the standardized inverse regression curve $E(x \mid y)$. Finally, Step 5 retransforms the scale back to the original one. Thus $\hat{\beta}_h$'s can be used as estimates of the e.d.r. directions and the e.d.r. space $B$ is estimated by $\hat{B}$, the space generated by the $\hat{\beta}_h$'s.

A few remarks about the actual implementation are in order.

Remark 4.1. It is not necessary to transform each individual $x_i \to \bar{x}_i$. All we need is to transform the slice means before conducting the principal component analysis to save computing time. Let $\bar{\Sigma}_i = \sum_{k=1}^K (\hat{\beta}_h^T \bar{x}_i - \bar{\Sigma}_x) \bar{\Sigma}_x^{-1/2}$, where $\bar{x}_i$ denotes the sample mean of the $x_i$'s in the $i$th slice. Then the $\hat{\beta}_h$'s are just the eigenvectors for the eigenvalue decomposition of $\bar{\Sigma}_i$ with respect to $\bar{\Sigma}_x$. Using the terminology of MANOVA (e.g., Mardia, Kent, and Bibby 1979, chap. 12), $\bar{\Sigma}_i$ describes the between-slice variation.

Remark 4.2. The range for each slice may be set to have equal length; but in section 6, we prefer to allow it to vary so that the number of observations in each slice can be as close to each other as possible.

Remark 4.3. The choice of the number of slices may affect the asymptotic variance of the output estimate. However, the difference is not significant for practical sample sizes in our simulation study. This issue here is less critical than the choice of a smoothing parameter in nonparametric regression. Theoretically an inappropriate choice of smoothing parameter in nonparametric regression or density estimation may lead to a slower rate of convergence, while for our case we can still have root $n$ consistency no matter how $H$ is chosen; see Remark 5.3 in Section 5. For a comprehensive treatment of adaptive choice of smoothing parameter in nonparametric regression, see Li (1987), and Härdle, Hall, and Marron (1988).

Remark 4.4. When standardizing $x$, it is not necessary to base the affine transformation on the sample mean and sample covariance matrix. Some robust versions of them may be preferable (see Donoho, Johnstone, Roussseeuw, and Stahel 1985; Fill and Johnstone 1984; and Li and Chen 1985).

At least we should downweight or cut out those influential design points. But this issue is probably less crucial and is relatively easy to handle because we are dealing with the design points that are under our control (even in the observational study, we may screen out some bad design points; if the percentage of the remaining points is high enough we can still have a good analysis). Note that the efficiency of the affine transformation is not the main concern because we need only a consistent estimate to make SIR work.

Remark 4.5. If the standardized inverse regression curve falls within a proper subspace of the standardized e.d.r. space, then SIR cannot recover all e.d.r. directions. For instance, if $y = g(\beta, x) + \epsilon$ for some symmetric function $g$, and $\beta, x$ is also symmetric about 0, then $E(x \mid y)$ equals 0, and $\beta_1$ is a poor estimate of $\beta$. For handling such cases, one approach is to explore higher conditional moments of $x$ given $y$. For instance, if $x$ is normal, then for any direction $bx$ orthogonal to the $\beta, x$'s, we see that $\text{var}(bx \mid y)$ remains invariant as $y$ changes. In particular, for standardized $x$, the eigenvectors of $\text{cov}(x \mid y \in I_h)$ with eigenvalues different from 1 are in the e.d.r. space. Thus if an eigenvalue decomposition on the sample covariance of the $x_i$'s, denoted as COV$_n$, for each slice $h$ is conducted, then we may combine those eigenvectors with eigenvalues significantly different from 1 from each slice in a suitable way to estimate $\beta_1$'s. Details on ways of combination are under investigation. It is not always necessary to conduct the eigenvalue decomposition separately for each slice, however. For instance, one may treat it as an approximation problem of fitting each COV$_h - I$ separately by a nonnegative definite matrix of rank $K$ with the constraint that the fitted matrices have a common range. Another second moment method and a method based on the notion of principal Hessian directions were suggested in Li (1989, 1990a). More recently, the author also learned that Cook and Weisberg have independently obtained some good estimates based on the second moments.

5. Sampling Properties

In this section we present a brief argument to show how the output of SIR provides root $n$ consistent estimates for the e.d.r. directions.

Let $p_h = \Pr[y \in I_h]$ and $m_h = E(x \mid y \in I_h)$, where $z$ stands for the standardized $x$, as defined in Section 2. Elementary probability theory shows that $m_h$ converges to $m$ at rate $n^{-1/2}$. Let $V$ be the matrix $\sum_{h=1}^H p_h m_h m_h^T$. Clearly the weighted covariance $V$ in Step 4 of SIR converges to $V$ at the root $n$ rate. Consequently, the eigenvectors of $V$, $\hat{\eta}_h (k = 1, \ldots, K)$, converge to the corresponding eigenvectors for $V$ at the root $n$ rate. Now we use Corollary 3.1 and the simple identity $m_h = E[E(x \mid y) \mid y \in I_h]$ to see that the first $K$ eigenvectors of $V$ fall in the standardized e.d.r. space. Since $\hat{\Sigma}_x^{-1/2}$ converges to $\Sigma_{xx}^{-1/2}$, we see that each $\hat{\beta}_h$ converges to an e.d.r. direction at rate root $n$.

The case where the range of each slice varies in order to ensure an even distribution of observations is related to the following choice of intervals:

$$I_h = (F^{-1}_{\gamma}(h - 1)/H), F^{-1}_{\gamma}(h/H)),$$
where \( F_y(\cdot) \) is the cdf of \( y \). The root \( n \) consistency result still holds.

**Remark 5.1.** It is possible to establish the asymptotic normality of the \( \hat{\beta}_k \)'s and to calculate the asymptotic covariance matrices using the delta method as in Mallows (1961) or Tyler (1981). In the Appendix we show how to approximate the expectation of \( R^2(\hat{B}) \), the squared trace correlation between \( \beta K \)'s and \( \beta K \)'s (see the last paragraph of section 2). For the normal \( x \), we have the following simple approximation:

\[
E[R^2(\hat{B})] = 1 - \frac{p - K}{n} \left( -1 + \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\lambda_k} \right) + o\left( \frac{1}{n} \right),
\]

where \( \lambda_k \) is the \( k \)th eigenvalue of \( V \). A crude estimate of this quantity is given by substituting the \( k \)th largest eigenvalue of \( \hat{V} \) for \( \lambda_k \).

**Remark 5.2.** To be really successful in picking up all \( K \) dimensions for reduction, the inverse regression curve cannot be too straight. In other words, the first \( K \) eigenvalues for \( V \) must be significantly different from zero compared to the sampling error. This can be checked by the companion output eigenvalues of \( \hat{V} \) in Step (4) of the SIR. The asymptotic distribution of the average of the smallest \( p - K \) eigenvalues, denoted by \( \hat{\lambda}_{(p-K)} \), for \( \hat{V} \) can be derived based on perturbation theory for finite-dimensional spaces (Kato 1976, chapter 2). For normal \( x \), we have the following result.

**Theorem 5.1.** If \( x \) is normally distributed, then \( n(p - K)\hat{\lambda}_{(p-K)} \) follows a \( \chi^2 \) distribution with \( (p - K)(H - K - 1) \) df asymptotically.

We may use this result to give a conservative assessment of the number of components in the model. Thus if the rescaled \( \hat{\lambda}_{(p-K)} \) is larger than the corresponding \( \chi^2 \) value (say the 95th percentile), then we may infer that there are at least \( k + 1 \) (significant) components in the model. For other elliptically symmetric distributions, the result is more complicated. Although it is possible to estimate the asymptotic distribution using some version of the bootstrap method, we feel it is good enough to use the normal case result as a guideline to keep our procedure as simple as possible. An outline for the proof of the asymptotic result discussed here is given in the Appendix. A referee pointed out the similarity between this result and the result of a likelihood ratio test in MANOVA (Mardia et al. 1979, p. 342; further connection between SIR and sec. 12.5.4 of that reference can also be drawn). We remind the reader, however, that the fundamental assumption about the error distribution in MANOVA is not satisfied for our case. The conditional distribution of \( x \) given \( y \) is not normal, even if \( x \) is normal unconditionally. Furthermore, the conditional variance of \( x \) given \( y \in J_h \) depends on \( h \). Hence one has to be very careful if linking of SIR with MANOVA is desired.

**Remark 5.3.** Can SIR still yield reasonable estimates if the number of slices increases too fast and the number of observations in each slice is too small for \( \hat{m}_h \) to consistently estimate \( m_h \)? Remark 3.1 offers an answer. First, we see that the following is one way to estimate \( E[\text{cov}(z \mid y)] \):

(a) Introduce a large number of slices for partitioning the range of \( y \).

(b) Within each slice, form the sample covariance of \( \hat{x}_i \)'s that fall into that slice.

(c) Form an average of the estimated conditional covariances of (b).

Intuitively, in order to get rid of the bias for estimating the conditional variance \( \text{cov}(z \mid y) \) for each \( y \) in (b), we hope that the range of each slice will converge to 0, so that only local points will contribute to the estimation. But when the number of slices is too large, the sampling variance in each estimate of \( \text{cov}(z \mid y) \) may not diminish, even for large \( n \). Fortunately, the averaging process of (c) will stabilize the final estimate by the law of large numbers. As a matter of fact, even if the slice number is \( n/2 \), so that each slice contains only two observations, the resulting estimate will still be root \( n \) consistent.

The interesting connection of this estimate of \( E[\text{cov}(z \mid y)] \) to SIR is that this estimate is proportional to \( I - \hat{V} \) because of the sample version of the identity given in Remark 3.1. Because of this conjugate relationship, a principal component analysis on the above estimate of \( E[\text{cov}(z \mid y)] \) for the smallest \( K \) components is equivalent to a principal component analysis on \( \hat{V} \) for the largest \( K \) components. This explains why a large number of slices may still work, bolstering our earlier claim that the selection of \( H \) is not as crucial as the choice of a smoothing parameter in most nonparametric regression or density estimation problems.

**Remark 5.4.** It is interesting to study the asymptotic behavior of the SIR estimate when both the sample size and the dimension \( p \) of \( x \) increase simultaneously, but the number of components \( K \) and the number of slices \( H \) are kept fixed. One can see that a sufficient condition for the \( \eta_k \) to converge to \( \eta_k \) (in the sense that the angle between the two converges to 0) in probability is that the maximum singular value for \( \hat{V} - V \) converges to 0 in probability. When the eigenvalues of \( V \) are bounded away from 0 and infinity as \( n \) increases, the above sufficient condition is implied by the condition that \( p/n \) converges to 0 in such a way that the difference between the maximum eigenvalue of the sample covariance \( \hat{\Sigma}_x \) and that of \( \Sigma_x \) converges to 0. This shows the potential of SIR for handling high-dimensional data. Asymptotic settings that allow \( p \) to increase are more appropriate in reflecting the situations where dimension-reduction techniques are called for. Diaconis and Freedman (1984) illustrated this well. See also Portnoy (1985) and references therein for the context of robust regression.

6. SIMULATION RESULTS

To demonstrate how SIR works, we have conducted simulation studies, and some of the results are reported here. The first subsection describes the behavior of the estimates; the second subsection discusses the eigenvalues and their role in estimation; and the third subsection demonstrates the graphical aspect of the e.d.r. direction estimation.
6.1. Behavior of the SIR estimates

First we use the linear model

\[ y = x_1 + x_2 + x_3 + x_4 + 0x_5 + \epsilon \]  

(6.1)

to generate \( n = 100 \) data points. The dimension \( p \) equals 5 and the \( x_i \)'s and \( \epsilon \) are independent, with the standard normal distribution. There is only one component in this model, \( K = 1 \), and any vector proportional to \( \beta = (1, 1, 1, 1, 0) \) is an e.d.r. direction. Table 1 gives the mean and the standard deviation (in parentheses) of \( \hat{\beta}_i \) of SIR for \( H = 5, 10, \) and 20, after 100 replicates. Here we have to standardize the length and the sign of \( \hat{\beta}_i \).

As we see from this table, the estimates are very good. The means are all quite close to the normalized target \((.5, .5, .5, .5, 0)\). On the other hand, the least squares estimate for each coordinate of \( \beta \), based on the correct linear model, has the standard deviation \( 1/\sqrt{n} = .1 \). Since the target vector is half of \( \beta \), the value .05 can be used as a benchmark for comparing the standard deviations of the SIR estimates. We also see that the performance of SIR is not sensitive to the number of slices.

Turning to the multicomponent case, we shall concentrate on the case \( K = 2 \). Two models are studied:

\[ y = x_1(x_2 + x_3 + 1) + \sigma \cdot \epsilon \]  

(6.2)

and

\[ y = \frac{x_1}{0.5 + (x_2 + 1.5)^2} + \sigma \cdot \epsilon. \]  

(6.3)

In addition to \( \epsilon, x_1, x_2 \), we also generate \( x_3, \ldots, x_p \), all variables being independent and following the standard normal distribution. We take \( p = 10 \) together with \( \sigma = .5 \) and \( \sigma = 1 \). The sample size is set at \( n = 400 \). The true e.d.r. directions are the vectors in the plane generated by \((1, 0, \ldots, 0)\) and \((0, 1, 0, \ldots, 0)\). The first two components of SIR will be used as estimates of e.d.r. directions. Recall the performance measure \( R^2(\cdot) \) from Section 2. With the number of slices \( H \) set at 5, 10, and 20 respectively, Tables 2 and 3 report the mean and the standard deviation of \( R^2(\hat{\beta}_1) \) and \( R^2(\hat{\beta}_2) \) after 100 replicates.

For both models, despite the change in the noise level, the first component is very close to the e.d.r. space as the \( R^2 \) values hover in the neighborhood of 90%. The second component is more sensitive to the noise level. But even for the high noise level case, the sample correlation between the projected one-dimensional variable \( \hat{\beta}_2 x \) and the perfectly reduced data, the square root of \( R^2 \), is still strong (above .7) on the average. Again, the number of slices has only minor effects on the results. It is interesting to observe that SIR is doing better for the rational function model (6.3) than for the quadratic model (6.2), despite the fact that the strength of the signal as measured by the standard deviation of \( E(y \mid x) \) is weaker for the rational function model [about .8 for (6.3) vs. about 2.0 for (6.2)]. The key to the success of SIR hinges not on the signal-to-noise ratio, but on the eigenvalues of \( \text{cov}(E(x \mid y)) \).

We do not report the average for \( R^2(\hat{\beta}) \), because it is very close to the average of \( 1/2[R^2(\hat{\beta}_1) + R^2(\hat{\beta}_2)] \).

6.2 Eigenvalues

How many components are there in the data? Perhaps this question is too ambitious to ask. But the companion output eigenvalues at step 4 of SIR do provide us with valuable information for a more practical question: Is an estimated component real or spurious?

Table 4 gives the empirical quantiles and the mean of \( \hat{\lambda}_{(3)}, \hat{\lambda}_{(9)}, \) and \( \hat{\lambda}_{(10)} \) for the same 100 replicates used in obtaining the columns of \( H = 10 \) in Tables 2 and 3 (the conclusions are similar for other \( H \)'s). For \( \hat{\lambda}_{(3)} \), the numbers are close to the rescaled \( \chi^2 \) values, as anticipated by Theorem 5.1. Thus guided by \( \chi^2 \), we will not often falsely conclude that the third component is real (or mistakenly claim that there are more than two components in the data).

Turning to \( \hat{\lambda}_{(9)} \), we expect the numbers to be larger than those given by using the rescaled \( \chi^2 \) that falsely assumes only one component in the model. For the rational function model with \( \sigma = .5 \), this is clearly so, as we see that the 1% quantile of \( \hat{\lambda}_{(9)} \) is close to the 99% quantile of the rescaled \( \chi^2 \). Thus in this case we correctly infer that there are at least 2 components in the model in each of the 100 replicates. As confirmed by the corresponding \( R^2(\hat{\beta}_2) \) reported in Table 3, a high value of \( \hat{\lambda}_{(9)} \) leads to good performance of \( \hat{\beta}_2 \) as an e.d.r. direction. On the other hand, the distribution of \( \hat{\lambda}_{(9)} \) for the quadratic model with \( \sigma = 1 \)

<table>
<thead>
<tr>
<th>( \sigma = 0.5 )</th>
<th>( \sigma = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H )</td>
<td>( R^2(\hat{\beta}_1) )</td>
</tr>
<tr>
<td>5</td>
<td>.91</td>
</tr>
<tr>
<td>(0.05)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>10</td>
<td>.92</td>
</tr>
<tr>
<td>(0.04)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>20</td>
<td>.93</td>
</tr>
<tr>
<td>(0.04)</td>
<td>(0.15)</td>
</tr>
</tbody>
</table>

See Table 1 note.

<table>
<thead>
<tr>
<th>( \sigma = 0.5 )</th>
<th>( \sigma = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H )</td>
<td>( R^2(\hat{\beta}_1) )</td>
</tr>
<tr>
<td>5</td>
<td>.96</td>
</tr>
<tr>
<td>(0.02)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>10</td>
<td>.96</td>
</tr>
<tr>
<td>(0.02)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>20</td>
<td>.96</td>
</tr>
<tr>
<td>(0.02)</td>
<td>(0.06)</td>
</tr>
</tbody>
</table>

See Table 1 note.

Table 2. Mean and Standard Deviation of \( R^2(\hat{\beta}_1) \) and \( R^2(\hat{\beta}_2) \) for the Quadratic Model (6.2), \( p = 10, n = 400 \)

Table 3. Mean and Standard Deviation of \( R^2(\hat{\beta}_1) \) and \( R^2(\hat{\beta}_2) \) for the Rational Function Model (6.3), \( p = 10, n = 400 \)

*Numbers in parentheses represent standard deviations.
shows a substantial overlap with the rescaled $\chi^2$. This is reflected in the relatively lower average and higher standard deviation of $R^2(\hat{\beta})$ in Table 2. But a positive point is that by comparing $\lambda_{(9)}$ with the rescaled $\chi^2$, we realize that our data do not strongly support the claim that the estimated second component is real.

Finally, $\hat{\lambda}_{(10)}$ is well above the associated $\chi^2$, assuring the high average and the low standard deviation of $R^2(\hat{\beta}_1)$ in all cases.

### 6.3. Graphics

We shall demonstrate how effective the estimated e.d.r. directions for (6.3) can be when used to view the data via spinning plots. For comparison, we also present the best view of the data, $y$ against $x_1$, $x_2$. The best view is only possible in simulation study. First, Figure 1 shows the picture of the response surface in (6.3).

The rest of the study is carried out using XLISP-STAT (Tierney 1989). We set $p = 10$ and $\sigma = .5$ to generate $n = 400$ cases according to (6.3). The best view of the data is given in Figure 2, a–d, which shows four different angles from which to view the plot as we rotate it along the $y$ axis every 45°. We then run SIR on the generated data with $H = 5$ and 30 and plot $y$ against $\hat{\beta}_m$, $\hat{\beta}_n$ using the spin-plot command in XLISP-STAT (Figures 3 and 4). Evidently, SIR yields a very sharp view of the data. We also see that the choice of $H$ has very little visual effect, confirming our theoretical argument given in Remark 4.3 and Remark 5.3.

### 7. DESCRIPTIVE STATISTICS AND SIR

We conclude this article by arguing that besides offering e.d.r. estimates, SIR gives useful descriptive statistics for cases in observational studies where we may think of $x$ as the dependent variable and $y$ as the independent variable.

According to the interpretation following (2.1), the forward view of data reduction aims at seeking a $K$-dimensional variable (derivable from $x$ linearly) that predicts $y$ most effectively. Now, reversing the role of $y$ and $x$, let us first ask which one-dimensional variable (derivable from $x$ linearly) is most predictable from $y$. This question was asked and answered by Hotelling (1935), with the restriction that the prediction rules must be linear. Hotelling’s solution, for a multivariate $y$, leads to the analysis of canonical correlation.

Without the linearity constraint on the prediction rules, for a variable $bx$, the best prediction (under the squared error loss) is given by $E(bx \mid y)$, a nonlinear function of $y$ in general. Thus the most predictable variable is the one which maximizes

$$
\text{var}(E(bx \mid y)) = \frac{(b\Sigma_{xx}^{1/2})^T \text{cov}(E(z \mid y))(b\Sigma_{xx}^{1/2})}{\text{var}(bx)}
$$

where $z$ is the standardized $x$ as defined before. Clearly, the solution is given by $\eta_1\Sigma_{xx}^{-1/2}$, where $\eta_1$ denotes the large-
est eigenvector of $\text{cov}[E(x \mid y)]$. This is what the first component of SIR, $\hat{\beta}_1$, attempts to estimate.

Generalizing the above argument, the projection direction yielding the variable that is most predictable from $y$, subject to being uncorrelated with the first most predictable variable, is a direction estimated by $\hat{\beta}_2$. Similar interpretation extends to the other $\hat{\beta}_k$.

Since the appearance of the first version of this article, four related works have been written. Duan and Li (in press) studied SIR for the case where $K = 1$ in more detail. They generalized the implementation of SIR by allowing a general weighting scheme for conducting the principal component analysis. Li (1989) examined SIR from a different angle. A projection pursuit approach was taken there, based on the notion of dependent variable transformation to provide a projection index. It brought out a nice connection with other works related to transformations (e.g., correspondence analysis, ACE, and the dummy variable approach to multivariate analysis by the Gifi school) Li (1990a) proposed a new method for handling the case where the regression function may be symmetric. Li (1990b) applied SIR to uncertainty analysis of mathematical models or computer models. SIR was used to visualize and simplify the models.

APPENDIX

A.1. Proof of Theorem 3.1. Without loss of generality, assume that $E(x) = 0$. Consider any vector $b$ in the orthogonal complement of the space spanned by $\beta_1 \Sigma_{xx}(k = 1, \ldots, K)$; that is, $\beta_1 \Sigma_{xx} b' = 0$. We need to show that $bE(x \mid y) = 0$ with probability 1. Equation (1.1) implies

$$bE(x \mid y) = E[b(x \mid \beta_1 x's) \mid y] = E[b(x \mid \beta_1 x's) \mid y].$$

Hence it suffices to show that $E(bx \mid \beta_1 x's) = 0$; or equivalently, $E[(E(bx \mid \beta_1 x's))^2] = 0$. By conditioning, the left term can be written as $E[E(bx \mid \beta_1 x's)x'b']$, which equals $E[c_{0} + \Sigma_{k=1}^{K} c_k \beta_k x]x'b' = \Sigma_{k=1}^{K} c_k \beta_k x x'b' = 0$. The proof of Theorem 3.1 is now complete.

A.2. Derivation of formula (5.1) for $E[R^2(\hat{B})]$. Due to the affine invariance, we may assume that $x$ has mean 0 and covariance $\Sigma_{xx} = I$. The squared trace correlation $R^2(\hat{B})$ reduces to

$$K^{-1} \text{tr} \hat{P}_1 P_1 = 1 - K^{-1} \text{tr} (\hat{P}_1 - P_1) P_1 (\hat{P}_1 - P_1),$$

where $P_1$ and $\hat{P}_1$ are symmetric projection matrices associated with the e.d.r. space $B$ and the estimated space $\hat{B}$ respectively. Form steps 4 and 5 of SIR, $\hat{P}_1$ is related to $\hat{P}_1 = \Sigma_{k=1}^{K} \eta_k \hat{\eta}_k$, a projection matrix:

$$\hat{P}_1 = \hat{\Sigma}_{xx}^{-1/2} (\hat{\Sigma}_{xx}^{-1/2} \eta_k \hat{\eta}_k),$$

where the superscript $+$ denotes the Moore–Penrose generalized
inverse of a matrix. Furthermore, we need the following approximation which will be proved later:
\[
\hat{P}_1 = P_1 + P_2(\bar{V} - \bar{V})\bar{V}^+ + V^+(\bar{V} - \bar{V})P_2 + o_p(n^{-1/2}), \quad (A.1)
\]
where \(P_2 = I - P_1\) and \(\bar{V}\) is defined by \(\sum_{h=1}^n \beta_h m_h m_h^\top\) with \(m_h = E(x \mid y = I_h)\).

Now, approximate \(\hat{\Sigma}_{\alpha}\) by \(I + \Delta\), where \(\Delta = n^{-1} \sum_{h=1}^n x_h x_h^\top - I\). Take \(A\) to be the \(p \times H\) matrix \((\beta_1^{(1)} m_1, \ldots, \beta_H^{(1)} m_H)\), and verify that \(\bar{V} = AJA^\top\), where \(J\) denotes the projection matrix \(I - (\beta_1^{(2)}, \ldots, \beta_H^{(2)}) (\beta_1^{(2)}, \ldots, \beta_H^{(2)})^\top\). Then we can derive
\[
(\hat{P}_1 - P_1)P_1 = P_2 \hat{\Sigma}_1 JAJA^\top P_2 - P_2 \Delta P_1 + o_p\left(\frac{1}{\sqrt{n}}\right),
\]
where the \(n \times H\) matrix, \(\hat{\Sigma}_1\), equals \((\beta_h^{(2)} (S_h - m_h))\), and \(S_h\) is defined in Remark 4.1.

It remains to calculate
\[
E[R^2(\beta)] = 1 - K^{-1}(E_1 + E_2 - 2E_3) + o(n^{-1}),
\]
where
\[
E_1 = E[tr(P_2 \bar{\Sigma}_1 JAJA^\top \bar{V}^+)](\ldots') = E[trV^+ \bar{\Sigma}_1 P_2 \bar{\Sigma}_1] = E[trV^+ \bar{\Sigma}_1 P_2 \bar{\Sigma}_1] = n^{-1}E[tr(P_2 \bar{\Sigma}_1 P_2 \bar{\Sigma}_1)] = n^{-1}E[(x'P_2 \bar{\Sigma}_1 P_2 \bar{\Sigma}_1 x)']
\]
\[
E_2 = E[tr(P_2 \Delta P_1)(\ldots')] = n^{-1}E[tr(P_2 \Delta P_1)(\ldots')] = n^{-1}E[tr(P_2 \bar{\Sigma}_1 P_2 \bar{\Sigma}_1)] = n^{-1}E[(x'P_2 \bar{\Sigma}_1 P_2 \bar{\Sigma}_1 x)']
\]
\[
E_3 = tr E[(P_2 \bar{\Sigma}_1 JAJA^\top \bar{V}) (P_2 \Delta P_1)^\top].
\]

The normality assumption on \(x\) implies that conditional on \(\beta_h(k = 1, \ldots, K)\), the columns of \(P_2 \bar{\Sigma}_1\) are independent normal, with mean 0 and covariance \(n^{-1}P_2\), leading to \(E(\hat{\Sigma}_1 P_2 \bar{\Sigma}_1) = (p - K)n^{-1}I\). Since \(V\) converges to \(V\), we obtain
\[
E_1 = (p - K)n^{-1} \sum_{i=1}^K \lambda_i^{-1} + o(n^{-1}).
\]

The second term \(E_2\) equals \(K(p - K)n^{-1}\), because of the independence between \(P_2 x\) and \(P_2 x\).

Write \(E_3\) as \(tr[E(P_2 \Delta P_2 \bar{\Sigma}_1 JAJA^\top V^+)\] = \(tr[E(P_2 \bar{\Sigma}_1 P_2 \bar{\Sigma}_1 JAJA^\top V^+)\]. The term inside the parentheses is a \(p\) by \(H\) matrix with the \(h\)th column equal to
\[
n^{-1/2} \delta_h P_2 x \sum_{i=1}^n \delta_h(y_i) x_i,
\]
where \(\delta_h\) is defined in step 2 of SIR. Replace \(\beta_h^{(1/2)}\) by \(p_h^{1/2}\) in the above expression and then take the expectation. The result turns out to be \(n^{-1/2} p_h^{1/2} (p - K) P_2 m_h\) because of the independence between \(P_2 x\) and \(y_i\). Therefore we have
\[
E_3 = n^{-1} (p - K) tr(AJA^\top V^+) + \text{lower order term}
\]
\[
= n^{-1} (p - K) K + \text{lower order term}.
\]

Putting \(E_1, E_2, E_3\) together, we have derived (5.1).

**Proof of (A.1).** The quickest way to derive this expansion is to use Lemma 4.1 in Tyler (1981). Instead of expanding \(\hat{P}_1\) about \(P_1\), we first expand \(\hat{P}_2 = I - \hat{P}_1\) about \(P_2\). One advantage is that there is only one eigenvalue associated with \(P_2 \bar{V} P_2\), which is 0;

Figure 3. SIR’s View of the Same Data as in Figure 2, \(H = 5\).
so the Taylor expansion formula is simpler. This leads to
\[ \hat{V} = V - [P_2(\hat{V} - \hat{V}) + \hat{V} - (\hat{V})] + o(n^{-1/2}), \]
implying (A.1).

A.3. Asymptotic expansion for \( \lambda_{p-K} \). The following lemma is the key to our asymptotic expansion.

**Lemma A.1.** Consider the expansion
\[ T(\omega) = T + \omega T^{(1)} + \omega^2 T^{(2)} + o(\omega^3), \]
where \( T(\omega), T, T^{(1)}, T^{(2)} \) are symmetric matrices. Suppose that \( T \) is nonnegative definite with rank \( K \). Then the average of the smallest \( p - K \) eigenvalues of \( T(\omega), \lambda(\omega), \) has the expansion
\[ \lambda(\omega) = \frac{1}{p - K} [\omega \lambda^{(1)} + \omega^2 \lambda^{(2)}] + o(\omega^3), \]
where \( \lambda^{(1)} = tr T^{(1)}T, \lambda^{(2)} = tr[T^{(2)}T - T^{(1)}T^{(1)}T], \) and \( T \) is the symmetric projection matrix of rank \( p - K \) such that \( \Pi T = T \Pi = 0 \).

This lemma is a simplified version of a result in the perturbation theory for finite dimensional spaces (see chap. 2 of Kato 1976, p. 79, eq. (2.33)). To use this lemma, obtain, after a straightforward asymptotic expansion, that
\[ \hat{V} - V = [A J(\hat{\xi}_1 + A \hat{\xi}_2) + (\xi_1 + \xi_2 A) J A'] \]
\[ + [J(\xi_1 + \xi_2 A) J(\xi_1 + A \xi_2) + A J(\xi_1 + \xi_2 A) J A'] + o(1/n), \]
where \( \hat{\xi}_2 = \hat{\xi}_2^* - I \). Thus we may substitute \( V \) for \( T \), \( n^{-1/2} \) for \( \omega \), \( \hat{V} \) for \( T(\omega) \), \( n^{-1/2} \) times the first bracketed term for \( T^{(1)} \), \( n \) times the second bracketed term for \( T^{(2)} \), and \( T \) by \( P_2 \).

Straightforward computation leads to
\[ \omega_1^{(1)} = tr T^{(1)} P_2 = tr P_2 T^{(1)} P_2 = 0, \]
\[ \omega_2^{(2)} = tr P_2^2 Q \bar{\xi}^2 |P_2|, \]
where \( Q = J - A \hat{V} A^T \) is a projection matrix with trace \( H - K - 1 \). Based on a conditional probability argument similar to that used in deriving \( E_4 \) in (A.2), we can show that \( n \cdot tr P_2 \bar{\xi}^2 Q \bar{\xi}^2 P_2 \) follows a \( \chi^2 \) distribution with \( (p - K)(H - K - 1) \) degrees of freedom. This completes the proof. Note that the normality assumption on \( X \) is not necessary if the conditional covariance of \( P_2 X \) given \( Y \) is in \( I_h \) does not depend on \( h \) because \( \bar{X}_h \) is asymptotically normal by the central limit theorem.
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