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Abstract

This paper presents a new region-based active contour model in a variational level set formulation for image segmentation. In our model, the local image intensities are described by Gaussian distributions with different means and variances. We define a local Gaussian distribution fitting energy with a level set function and local means and variances as variables. The energy minimization is achieved by an interleaved level set evolution and estimation of local intensity means and variances in an iterative process. The means and variances of local intensities are considered as spatially varying functions to handle intensity inhomogeneities and noise of spatially varying strength (e.g., multiplicative noise). In addition, our model is able to distinguish regions with similar intensity means but different variances. This is demonstrated by applying our method on noisy and texture images in which the texture patterns of different regions can be distinguished from the local intensity variance. Comparative experiments show the advantages of the proposed method.

1. Introduction

Image segmentation is a fundamental task in many image processing and computer vision applications. Due to the presence of noise, low contrast, and intensity inhomogeneity, it is still a difficult problem in majority of applications. In particular, intensity inhomogeneity is a significant challenge to classical segmentation techniques such as edge detection and thresholding.

Image segmentation in general has been studied extensively in the past decades. A well-established class of methods are active contour models, which have been widely used in image segmentation with promising results. The models can achieve subpixel accuracy and provide closed and smooth contours/surfaces. The existing active contour models can be broadly categorized into two classes: edge-based models [1–7] and region-based models [8–18]. A good review of major active contour models can be found in Refs. [19–21].

Edge-based models utilize image gradient to guide curve evolution, which are usually sensitive to noise and weak edges [11]. Instead of utilizing image gradient, region-based models typically aim to identify each region of interest by using a certain region descriptor, such as intensity, color, texture or motion, to guide the motion of the contour [20]. Therefore region-based models generally have better performance in the presence of image noise and weak object boundaries. In addition, region-based models are less sensitive to the initial contour locations than edge-based models.

Region-based models [8–11,13–15] tend to rely on global information to guide contour evolution. For example, the well-known piecewise constant (PC) models are based on the assumption that image intensities are statistically homogeneous in each region, and thus fail to segment the images with intensity inhomogeneity. For segmentation of more general images, two similar active contour models [14,12] were proposed under the
framework of minimization of the Mumford–Shah functional [22]. These models, widely known as piecewise smooth (PS) models, can handle intensity inhomogeneity to some extent. The computational cost of the PS models is, however, rather expensive due to the complicated procedures involved [16,23]. In practice, intensity inhomogeneity occurs in many real-world images acquired with different modalities [23]. In particular, it is often seen in medical images, such as microscopy, computer tomography (CT), ultrasound, and magnetic resonance imaging (MRI). For example, the intensity inhomogeneity in MRI often appears as an intensity variation across the image, due to radio frequency (RF) coils or acquisition sequences. Thus the resultant intensities of the same tissue vary with the locations in the image. Similar artifacts also occur in CT images due to the beam hardening effect, as well as in ultrasound images caused by non-uniform beam attenuation within the body. In addition, images are often corrupted by various noises that challenge the segmentation [24].

Recently, local intensity information has been incorporated into the active contour models [25,16,23,26,27] for more accurate segmentation, especially in the presence of intensity inhomogeneity. For example, Li et al. [25,23] proposed a local binary fitting (LBF) energy in a region-based model for more accurate and efficient segmentation. The LBF model draws upon local intensity means, which enables it to cope with intensity inhomogeneity. With local intensity information, the LBF model is able to recover object boundaries accurately. In [28,29], both local intensity means and variances are used to characterize the local intensity distribution in their proposed active contour models. However, the local intensity means and variances are defined empirically in their models. Similar forms of local intensity means and variances were also introduced in [30] for a statistical interpretation of Mumford–Shah functional. These methods were evaluated on a few images to show a certain capability of handling intensity inhomogeneity.

In this paper, we present a new region-based active contour model in a variational level set formulation for image segmentation. In our model, the local image intensities are described by Gaussian distributions with different means and variances. By using a kernel function, we first define a local energy to characterize the fitting of the local Gaussian distribution to the local image data around a neighborhood of a point. The local energy is then integrated over the entire image domain to form a double integral energy. The local intensity means and variances, which are two variables of the proposed energy functional, are strictly derived from a variational principle, instead of being defined empirically.

The remainder of this paper is organized as follows. Section 2 reviews several major region-based active contour models. Section 3 introduces the proposed LGDF model. In Section 4, experimental results are presented and analyzed using a set of synthetic and in vivo images. This paper is summarized in Section 5.

2. Background

2.1. Mumford–Shah functional model

Let $\Omega \subset \mathbb{R}^2$ is the 2D image space, and $I : \Omega \rightarrow \mathbb{R}$ be a given gray image. In [22], Mumford and Shah formulated the image segmentation problem as follows: given an image $I$, finding a contour $C$ which divides the image into non-overlapping regions representing different objects. The following energy functional was proposed:

$$\mathcal{F}_{MS}(u, C) = \int_{\Omega} (u - I)^2 \, dx + \lambda \int_{\Omega \setminus C} \| \nabla u \|^2 \, dx + \gamma |C|$$

where $|C|$ is the contour length, $\lambda, \gamma > 0$ are constants to balance the terms. $u$ is an image to approximate the original image $I$, which is smooth within each region inside or outside the contour $C$. The first term in Eq. (1) is the data fitting term; the second term is the smoothing term; and the third term regularizes the contour by penalizing the arc length. The minimization of Mumford–Shah functional results in an optimal contour $C$ that segments the image $I$ into disjoined regions, and a smoothed version of $I$, i.e., the denoised image $u$. In practice, it is difficult to solve Eq. (1) due to different dimensions of $u$ and $C$. Also, $\mathcal{F}_{MS}(u, C)$ is not convex, and may have multiple local minima.

2.2. Chan–Vese’s PC model

To overcome the difficulties in solving Eq. (1), Chan and Vese [11] presented an active contour model based on a simplified Mumford–Shah functional. They proposed to minimize the following energy functional:

$$\mathcal{F}_{CV}(c_1, c_2, C) = \int_{\text{outside}(C)} (I - c_1)^2 \, dx + \int_{\text{inside}(C)} (I - c_2)^2 \, dx + \gamma |C|$$

where $\text{outside}(C)$ and $\text{inside}(C)$ represent the regions outside and inside the contour $C$, respectively, and $c_1$ enables the proposed algorithm to distinguish regions with different intensity variances.

Note that our method is different from the methods proposed in [28–30]. First, the LGDF energy is defined as a double integral: the first integral is defined with a kernel function to characterize the fitting of the local Gaussian distribution to the local image data around a neighborhood of a point; this local energy is then integrated to form the data term as a double integral in our variational formulation. Second, the local intensity means and variances, which are two variables of the proposed energy functional, are strictly derived from a variational principle, instead of being defined empirically.
and $c_2$ are two constants that approximate the image intensity in outside($C$) and inside($C$). The constants $c_1$ and $c_2$ can be far different from the original data, if the intensities in either outside($C$) or inside($C$) are not homogeneous. Consequently, the CV model generally fails to segment images with inhomogeneity. Similarly, the methods proposed in [13,15] which utilize the global image information are generally not applicable to such images either.

2.3. PS model

Vese and Chan [14] and Tsai et al. [12] have proposed the PS models to overcome the problems with the PC model in handling image inhomogeneities. The PS energy was defined as follows:

$$E_{PS}(u^+, u^-, \phi) = \int_{\Omega} |u^+ - I|^2 H(\phi) \, dx$$

$$+ \int_{\Omega} |u^- - I|^2 (1 - H(\phi)) \, dx$$

$$+ \mu \int_{\Omega} |\nabla u^+|^2 H(\phi) \, dx$$

$$+ \mu \int_{\Omega} |\nabla u^-|^2 (1 - H(\phi)) \, dx$$

$$+ \nu \int_{\Omega} |\nabla H(\phi)| \, dx$$

(3)

where $\phi$ is the level set function, $H(\cdot)$ is Heaviside function, $u^+$ and $u^-$ are two smoothing functions defined on two exclusive subregions $\Omega^+ = \{x \in \Omega : \phi(x) > 0\}$ and $\Omega^- = \{x \in \Omega : \phi(x) < 0\}$, respectively. The derived level set evolution equation is defined on the entire domain $\Omega$, which increases the computational burden to extend $u^+$ and $u^-$ to the whole image. Moreover, two extra PDEs are needed to update the functions $u^+$ and $u^-$ at each iteration of the level set evolution. At last, it is required to periodically re-initialize the level set function $\phi$ to a signed distance function. Those procedures make the PS model computationally expensive [16,23].

2.4. The LBF model

The LBF model [25,23,31] was recently proposed to segment images with intensity inhomogeneity, using the local intensity information efficiently, and has achieved promising results. Two fitting functions $f_1(x)$ and $f_2(x)$ that locally approximate the intensities outside and inside the contour are introduced in the LBF model. The energy functional is defined as follows:

$$\mathcal{E}^{LBF} (\phi, f_1, f_2) = \lambda_1 \int \left[ \int K_\sigma (x - y) [I(y) - f_1(x)]^2 H(\phi(y)) \, dy \right] \, dx$$

$$+ \lambda_2 \int \left[ \int K_\sigma (x - y) [I(y) - f_2(x)]^2 (1 - H(\phi(y))) \, dy \right] \, dx$$

$$+ \nu \int |\nabla H(\phi(x))| \, dx + \mu \int \frac{1}{2} |\nabla \phi(x)|^2 \, dx$$

(4)

where $\lambda_1, \lambda_2, \nu$, and $\mu$ are weighting positive constants. $K_\sigma$ is a kernel function with a localization property that $K_\sigma(\cdot)$ decreases and approaches zero as $|u|$ increases, and the parameter $\sigma$ is a constant to control the local region size. The first two terms in Eq. (4) form the LBF energy. The third term is the length term to smooth the contour and the last one is the level set regularization term [7] to penalize the deviation of the level set function $\phi$ from a signed distance function. Due to the localization property of the kernel function, the energy is dominated by the intensities $I(y)$ in a neighborhood of $x$, which enables the LBF model to handle intensity inhomogeneity. However, the local intensity means do not provide enough information for accurate segmentation, especially in the presence of strong noise and intensity inhomogeneity.

As an example, Fig. 1(a) shows a synthetic image containing a circular object and background of the same intensity means but different variances. Intensity inhomogeneity was added in Fig. 1(b) and the initial contour is shown in Fig. 1(c). Fig. 1(d) shows the result of the CV model. It can be seen that the CV model fails to extract the object boundaries correctly. The means of local intensities in the background and the object are rather close to each other, according to the construction of this image. Since the LBF model only exploits local intensity means for segmentation, it fails to segment the image correctly. As we can see from the result of the LBF model shown in Fig. 1(e), a significant part of pixels in the object are mislabeled as the background. In order to accurately extract the object boundary, more complete statistical characteristics of local intensities has to be taken into account. This is the main goal of this paper.

3. Local Gaussian distribution fitting

In this section, we propose an implicit active contour model based on local intensity distribution. To effectively exploit information on local intensities, we need to
characterize the distribution of local intensities via partition of neighborhood as in [17]. For each point \( x \) in the image domain \( \Omega \), we consider a circular neighborhood with a small radius \( \rho \), which is defined as \( \mathcal{C}_x = \{ y : |x - y| \leq \rho \} \). Let \( \{ \Omega_i \}_{i=1}^N \) denote a set of disjoint image regions, such that \( \Omega = \bigcup_{i=1}^N \Omega_i, \Omega_i \cap \Omega_j = \emptyset, \forall i \neq j \), where \( N \) refers to the number of regions. The regions \( \{ \Omega_i \}_{i=1}^N \) produce a partition of the neighborhood \( \mathcal{C}_x \), i.e., \( \{ \mathcal{C}_x \cap \Omega_i \}_{i=1}^N \). For example, Fig. 2 presents an image consisting of three regions: \( \Omega_1, \Omega_2 \) and \( \Omega_3 \), which divide the region \( \mathcal{C}_x \) into three subregions \( \Omega_1 \cap \mathcal{C}_x, \Omega_2 \cap \mathcal{C}_x \) and \( \Omega_3 \cap \mathcal{C}_x \). Now, we consider the segmentation of this circular neighborhood \( \mathcal{C}_x \) based on maximum a posteriori probability (MAP). Let \( p(y \in \Omega_i \cap \mathcal{C}_x | l(y)) \) be the a posteriori probability of the subregions \( \Omega_i \cap \mathcal{C}_x \) given the neighborhood gray value \( l(y) \).

According to the Bayes rule:

\[
p(y \in \Omega_i \cap \mathcal{C}_x | l(y)) = \frac{p(l(y) | y \in \Omega_i \cap \mathcal{C}_x) p(y \in \Omega_i \cap \mathcal{C}_x)}{p(l(y))}
\]

where \( p(l(y) | y \in \Omega_i \cap \mathcal{C}_x) \), denoted by \( p_{a|x}(l(y)) \), is the probability density in region \( \Omega_i \cap \mathcal{C}_x \), i.e., the gray value distribution within this region. \( p(y \in \Omega_i \cap \mathcal{C}_x) \) is the a priori probability of the partition \( \Omega_i \cap \mathcal{C}_x \) among all possible partitions of \( \mathcal{C}_x \), and \( p(l(y)) \) is the a priori probability of gray value \( l(y) \), which is independent of the choice of the region and can therefore be neglected.

Given all partitions are a priori equally possible [13], i.e., \( p(y \in \Omega_i \cap \mathcal{C}_x) = 1/N \), the term \( p(y \in \Omega_i \cap \mathcal{C}_x) \) can be ignored. Assuming that the pixels within each region are independent [13], the MAP will be achieved only if the product of \( p_{a|x}(l(y)) \) across the regions \( \mathcal{C}_x \) is maximized:

\[
\prod_{i=1}^N \prod_{y \in \mathcal{C}_x} p_{a|x}(l(y))
\]

Taking a logarithm, the maximization can be converted to the minimization of the following energy, denoted by \( E_{LDF}^{x} \):

\[
E_{LDF}^{x} = \frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{(u_i(x) - l(y))^2}{2\sigma^2}\right)
\]

where \( u_i(x) \) and \( \sigma(x) \) are local intensity means and standard deviations, respectively.

By introducing a weighting function into the function (7), we define the following objective functional:

\[
E_{LDF}^{x} = \sum_{i=1}^N \int_{\Omega_i \cap \mathcal{C}_x} -\omega(x - y) \log p_{a|x}(l(y)) dy
\]

where \( \omega(x - y) \) is a non-negative weighting function such that \( \omega(x - y) = 0 \) for \( |x - y| > \rho \) and \( \int_{\mathcal{C}_x} \omega(x - y) dy = 1 \). Although the choice of the weighting function is flexible, it is preferable to use a weighting function \( \omega(x - y) \) such that larger weights are assigned to the data \( l(y) \) for \( y \) closer to the center \( x \) of the neighborhood \( \mathcal{C}_x \). In this paper, the weighting function \( \omega \) is chosen as a truncated Gaussian kernel with a localization property that \( \omega(d) \) decreases and approaches zero as \( |d| \) increases,

\[
\omega(d) = \begin{cases} 
1 \exp \left(-\frac{|d|^2}{2\sigma^2}\right) & \text{if } |d| \leq \rho \\
0 & \text{if } |d| > \rho
\end{cases}
\]

where \( a \) is a constant such that \( \int \omega(d) = 1 \). The above objective function \( E_{LDF}^{x} \) can be rewritten as

\[
E_{LDF}^{x} = \sum_{i=1}^N \int_{\Omega_i \cap \mathcal{C}_x} -\omega(x - y) \log p_{a|x}(l(y)) dy
\]

due to the localization property of the weighting function, namely, \( \omega(x - y) = 0 \) for \( y \notin \mathcal{C}_x \). Note that similar localized objective function using a kernel was introduced in [25,23] for a level set-based image segmentation method.

The ultimate goal is to minimize \( E_{LDF}^{x} \) for all the center points \( x \) in the image domain \( \Omega \), which directs us to define the following double integral energy functional:

\[
E^{x} = \int_{\Omega} E_{LDF}^{x} dx = \int_{\Omega} \left( \sum_{i=1}^N \int_{\Omega_i \cap \mathcal{C}_x} -\omega(x - y) \log p_{a|x}(l(y)) dy \right) dx
\]
Remark. The proposed method is essentially different from the methods in [28–30] for the following reasons. First, we introduced a localized energy functional using a truncated Gaussian kernel. Second, the energy in our method is a double integral, whereas the energy in [28–30] is a single integral. They simply used spatially varying means and variances to replace the constant means and variances in a globally defined energy as in [32,15,13], without using a Gaussian kernel or any localized energy. However, in their implementation, the Gaussian kernel is introduced to compute spatially varying means and variances, which is not consistent with the theory.

3.1. Level set formulation

We assume that the image domain can be partitioned into two regions: foreground and background, denoted by \( \Omega_1 \) and \( \Omega_2 \), respectively. These two regions can be represented as the regions outside and inside the zero level set of \( \phi \), i.e., \( \Omega_1 = \{ \phi > 0 \} \) and \( \Omega_2 = \{ \phi < 0 \} \). Using Heaviside function \( H \), the energy \( E^{\text{LGF}}_x \) in Eq. (10) can be expressed as an energy in terms of \( \phi, u_i, \) and \( \sigma_i^2 \):

\[
E^{\text{LGF}}_x(\phi, u_1(x), u_2(x), \sigma_1(x)^2, \sigma_2(x)^2) = -\int \omega(x-y) \log p_{1,1}(l(y)) M_1(\phi(y)) \, dy
- \int \omega(x-y) \log p_{2,1}(l(y)) M_2(\phi(y)) \, dy
\]

where \( M_1(\phi(y)) = H(\phi(y)) \) and \( M_2(\phi(y)) = 1 - H(\phi(y)) \). Thus, the energy \( E^{\text{LGF}}_x \) in Eq. (11) can be rewritten as

\[
E^{\text{LGF}}(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2) = \int_{\Omega} E^{\text{LGF}}_x(\phi, u_1(x), u_2(x), \sigma_1(x)^2, \sigma_2(x)^2) \, dx
\]

For more accurate computation involving the level set function and its evolution, we need to regularize the level set function by penalizing its deviation from a signed distance function [7], characterized by the following energy functional:

\[
\mathcal{W}(\phi) = \frac{1}{2} \int \left| \nabla H(\phi(x)) \right|^2 \, dx
\]

As in typical level set methods, we need to regularize the zero level set by penalizing its length to derive a smooth contour during evolution:

\[
\mathcal{L}(\phi) = \int \left| \nabla H(\phi(x)) \right| \, dx
\]

Therefore, the entire energy functional is

\[
\mathcal{F}(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2) = E^{\text{LGF}}(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2)
+ \nu \mathcal{L}(\phi) + \mu \mathcal{W}(\phi)
\]

where \( \nu, \mu > 0 \) are weighting constants.

In practice, Heaviside function \( H \) is approximated by a smoothing function \( H_s \) defined by

\[
H_s(x) = \frac{1}{2} \left[ 1 + \frac{2}{\pi} \arctan \left( \frac{x}{\alpha} \right) \right]
\]

and the derivative of \( H_s \) is the following smoothing function:

\[
\delta_s(x) = H_s'(x) = \frac{1}{\pi} \frac{\alpha}{\alpha^2 + x^2}
\]

Thus, the energy functional \( \mathcal{F}(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2) \) in Eq. (16) is approximated by

\[
\mathcal{F}_s(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2) = E^{\text{LGF}}(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2)
+ \nu \mathcal{L}(\phi) + \mu \mathcal{W}(\phi)
\]

Remark. The CV model and the LBF model can be considered as special cases of our model. In fact, if \( \sigma_1 \) and \( \sigma_2 \) in Eq. (8) are both equal to \( \sqrt{5} \), it will be the same as the LBF model. Moreover, if \( \sigma_1 = \sigma_2 = \sqrt{5} \), and \( \sigma \rightarrow \infty \), it will be the same as the CV model.

3.2. Gradient descent flow

By calculus of variations, it can be shown that the parameters \( u_i \) and \( \sigma_i^2 \) that minimize the energy functional in Eq. (19) satisfy the following Euler–Lagrange equations:

\[
\int \omega(y-x)(u_i(x) - I(y)) M_{1,2}(\phi(y)) \, dy = 0
\]

and

\[
\int \omega(y-x)(\sigma_i(x)^2 - (u_i(x) - I(y))^2) M_{1,2}(\phi(y)) \, dy = 0
\]

where \( M_{1,2}(\phi(y)) = H(\phi(y)) \) and \( M_{1,2}(\phi(y)) = 1 - H(\phi(y)) \).

From (20) and (21), we obtain

\[
u u_i(x) = \int \omega(y-x)(u_i(x) - I(y)) M_{1,2}(\phi(y)) \, dy
\]

and

\[
\sigma_i(x)^2 = \int \omega(y-x)(u_i(x) - I(y))^2 M_{1,2}(\phi(y)) \, dy
\]

which minimize the energy functional \( \mathcal{F}_s(\phi, u_1, u_2, \sigma_1^2, \sigma_2^2) \) for a fixed \( \phi \).

Note that the formulas of \( u_i(x) \) and \( \sigma_i(x)^2 \) in Eqs. (22) and (23) are also presented in [28–30], which are, however, empirically defined, instead of being derived from a variational principle.

Minimization of the energy functional \( \mathcal{F}_s \) in Eq. (19) with respect to \( \phi \) can be achieved by solving the gradient descent flow equation (see Appendix for detailed derivation)

\[
\frac{\partial \phi}{\partial \tau} = -\delta_s(\phi)(e_1 - e_2) + \nu \delta_s(\phi) \text{div} \left( \frac{\nabla \phi}{\left| \nabla \phi \right|} \right)
+ \mu \left( \nabla^2 \phi - \text{div} \left( \frac{\nabla \phi}{\left| \nabla \phi \right|} \right) \right)
\]

where

\[
e_1(x) = \int_{\Omega} \omega(y-x) \left[ \log(\sigma_1(y)) + \frac{(u_1(x) - I(x))^2}{2\sigma_1(y)^2} \right] \, dy
\]

and

\[
e_2(x) = \int_{\Omega} \omega(y-x) \left[ \log(\sigma_2(y)) + \frac{(u_2(x) - I(x))^2}{2\sigma_2(y)^2} \right] \, dy
\]
Note that the image-based term \((e_1 - e_2)\) is independent of scale of local intensities caused by intensity inhomogeneity. According to the analysis of local intensities in [17], the observed intensities \(I(y)\) in \(E_x\) can be approximated by \(bI(y)\), where \(b\) is the scaling factor. Therefore, the new local intensity means \(\bar{u}_i(x)\) and standard deviations \(\sigma_i(x)\) are multiplied by \(b\): \(\bar{u}_i(x) = b\bar{u}_i(x)\), \(\sigma_i(x) = b\sigma_i(x)\), transforming the new image-based terms as \((\bar{e}_1 - \bar{e}_2)\):

\[
\begin{align*}
(\bar{e}_1 - \bar{e}_2) &= \int_{\Omega} \omega(y-x) \left[ \log(b\sigma_1(y)) + \frac{(b\bar{u}_1(y) - bI(y))^2}{2(b\sigma_1(y))^2} \right] dy \\
&- \int_{\Omega} \omega(y-x) \left[ \log(b\sigma_2(y)) + \frac{(b\bar{u}_2(y) - bI(y))^2}{2(b\sigma_2(y))^2} \right] dy \\
&= \int_{\Omega} \omega(y-x) \left[ \log(\sigma_1(y)) + \frac{(\bar{u}_1(y) - I(x))^2}{2\sigma_1(y)^2} \right] dy \\
&- \int_{\Omega} \omega(y-x) \left[ \log(\sigma_2(y)) + \frac{(\bar{u}_2(y) - I(x))^2}{2\sigma_2(y)^2} \right] dy \\
&= (e_1 - e_2)
\end{align*}
\]

This property shows that the influence of the image-based term \((e_1 - e_2)\) is invariant to contrast change caused by intensity inhomogeneity. Note that a similar property was also given in [28] for a related model.

4. Implementation and experiment results

The implementation of our method is straightforward. The proposed iterative procedure is presented below:

Step 1: Initialize a level set function \(\phi\).

Step 2: Update local means \(u_i(x)\) using Eq. (22).

Step 3: Update local variances \(\sigma_i(x)\) using Eq. (23).

Step 4: Update the level set function \(\phi\) according to Eq. (24).

Step 5: Return to step 2 until the convergence criteria is met.

To compute the convolutions in Eqs. (22) and (23) more efficiently, the kernel \(\omega\) is truncated as a \((2\rho + 1) \times (2\rho + 1)\) mask, where \(\rho\) is no less than \(2\sigma\). The image-based term \((e_1 - e_2)\) in Eq. (24) can be written as a linear combination of three convolutions. All the partial derivatives \(\partial\phi/\partial x\) and \(\partial\phi/\partial y\) in Eq. (24) can be simply discretized as central finite differences. The temporal derivative is discretized as a forward difference. An iteration scheme is then followed by discretizing the PDE (24). The level set function \(\phi\) can be simply initialized as a binary step function as in [7], which takes a negative constant value \(-c_0\) inside the region \(R_0\) and a positive constant value \(c_0\) outside it. We choose \(c_0 = 2\) in the experiments. The proposed method has been tested with synthetic and real images of different modalities. Unless otherwise specified, we use the following default setting of the parameters in the experiments: \(\sigma = 3.0\), \(\rho = 6\), time step \(\Delta t = 0.1\), \(\mu = 1.0\), and \(v = 0.0001 \times 255 \times 255\) for all images in this work.

Experimental result performed on synthetic image is presented in Fig. 3. Note that this image is the same image in Fig. 1(b), which has shown that the CV model and the LBF model failed to extract the object boundary. Using the same initialization in Fig. 1(c), the intermediate results of our LGDF algorithm are presented in Fig. 3. Although the local mean intensities are similar, the local intensity variances are distinct, which enables our model to distinguish the background and foreground, as shown in the last image of Fig. 3.

Fig. 4(a) shows a fish-shaped image, and Fig. 4(b) is obtained by corrupting Fig. 4(a) with severe intensity inhomogeneity. It can be seen from Fig. 4(a), the intensity in the background decreases gradually from the left to the right. Using the initial contour in Fig. 4(c), the intermediate results of the PS model [14], LBF model, and our method are shown in the second, third and fourth row, respectively. The result of the CV model is also shown in Fig. 4(d). It can be observed that the CV model which assumes that an image consists of homogeneous regions fail to extract the object boundary. Compared to the CV model, the PS model and the LBF model achieve better results. However, the PS model and the LBF model fail to extract the whole object boundaries due to the low image contrast in the right side of the image. By contrast, our method is less dependent from image contrast. The result of our method is satisfactory as shown in the last row of Fig. 4.

4.1. Application on real images

Fig. 5 presents the results for real-world images. The images in the first two rows are corrupted by intensity inhomogeneity due to non-uniform illumination, which is often seen in camera images. The third row shows the result of rice image corrupted by intensity inhomogeneity. It can be seen that the new contours can emerge during the evolution to extract multiple object boundaries. The fourth and fifth rows in Fig. 5 show the results of our method on two infrared images, which include some rather weak boundaries. Moreover, significant intensity variations exist in these infrared images, which renders a difficult task to recover the whole object boundary if it relies on local intensity means alone. Nevertheless, our method successfully extracts the object boundaries for these images.

4.2. Application on medical images

We also evaluated the performance of the algorithm on a set of in vivo medical images. The first two rows of Fig. 6 show two vessel images with intensity inhomogeneity. In these vessel images, some vessel boundaries are quite weak. The third row shows the left ventricle in a tagged MR image. It is clearly seen that the image is corrupted by noise, severe intensity inhomogeneity.
and weak boundaries. For this image, we set $v = 0.0008 \times 255 \times 255$. The fourth row shows the tumor segmentation result of a brain image. In this case tumor boundaries are quite weak. Our method has also been applied to ultrasound images, which usually include speckle noise and low signal-to-noise ratio. The last two rows show the results of our method for ultrasound images of carotid artery and left ventricle. The boundaries of the carotid artery and ventricle are successfully delineated by our method despite the presence of strong noise. For last two ultrasound images, we set $v = 0.0005 \times 255 \times 255$. In all
these images, our model accurately recovers the object shapes.

4.3. Comparisons with the CV model, the LBF model and mean shift algorithm

A comparison of the accuracy in delineating the true boundary of the objects is performed between our approach and two major approaches: the CV model and the LBF model. The PS model is not compared here due to its expensive computational cost [16,23]. Fig. 7 shows the results of the CV model (the upper row), the LBF model (the lower row). Note that the initial contours are the same as the first column of Fig. 6. Based on only global intensity information, the CV model fails to segment those images. Using a local intensity model, the LBF model performs better on these images (especially for the first vessel image). However, with only local intensity means, the LBF model fails to segment the left ventricle image and last two ultrasound images which have severe intensity inhomogeneity and noise problems. By contrast, our method successfully extracts object boundaries for these images, as shown in last column of Fig. 6.

We now focus on comparing our model with the well-known mean shift algorithm [35], which to certain extent can handle intensity inhomogeneity. To compare with the mean shift algorithm, we used the software EDISON download from http://www.caip.rutgers.edu/riul/research/code/EDISON, which is based on a fast implementation of the mean shift algorithm using a speed-up scheme described in [36]. Fig. 8 shows the results of mean shift algorithm for the same images in Fig. 7. The results of mean shift algorithm for the first two images are similar to that of our method. However, for these vessel images, small portions of the vessel are missing. For the rest four images, the errors of mean shift algorithm are obvious. We notice that the mean shift algorithm is somewhat sensitive to the choice of two major parameters: spatial bandwidth $h_s$ and range bandwidth $h_r$. We have carefully
tweaked these two parameters to obtain the best segmentation results as we can.

4.4. Robustness to intensity inhomogeneity

In order to further demonstrate the capability of our method in dealing with intensity inhomogeneity, we test our method for two brain MR images of the same object with increased intensity inhomogeneity (Fig. 9). The image in the upper row exhibits obvious intensity inhomogeneity. The LBF model successfully extracts white matter boundaries for this image. The image in the lower row exhibits more severe intensity inhomogeneity. For this image, the local intensity means of $f_1(x)$ and $f_2(x)$ are rather close which results in an unclear decision on the boundaries of white matter. Consequently, the LBF model fails to extract white matter from the image. Fig. 10 shows the intermediate results of our method with the same initial contours as in Fig. 9. It can be seen that our method achieves satisfactory results for these images. It can be observed that the new contours emerge easily, which speeds up the evolution toward final results. This experiment shows the robustness of our method to intensity inhomogeneity.

4.5. Results for synthetic noisy images

To test the performance of our method in the presence of noise, we apply it to synthetic images with different strengths of noise. We first test on the images with additive noise. The top row of Fig. 11 shows a synthetic image, where the exact location of the object boundary is known (indicated by the red curve). The second row shows four noisy images obtained by adding Gaussian noise with standard deviations 10, 15, 20, 25 to the synthetic image. The results of the proposed method are shown in the third row. For comparison, the results of the method by Rosenhahn et al. [29] are shown in the fourth row. Note that the second row of Fig. 11 shows the initial contours used for both our model and the method by Rosenhahn et al. It can be observed that the results of our model and Rosenhahn et al.’s model look similar. However, we can show by quantitative comparison that our model produces more accurate results than the Rosenhahn et al.’s model. The metric adopted in this paper for comparison is the root mean squared error (RMSE), which measures a distance between the reconstructed contours (i.e., the final contours of both models) and the exact object boundary. Let the coordinates of the points on the reconstructed contour are $(x_0, y_0), \ldots, (x_{n-1}, y_{n-1})$. For the point $(x_k, y_k)$ $(k = 0, \ldots, n - 1)$, we found the corresponding point $(\bar{x}_k, \bar{y}_k)$ $(k = 0, \ldots, n - 1)$ on the ground truth curve that has the closest distance from
point \((x_k, y_k) (k = 0, \ldots, n - 1)\). Then the RMSE is computed as follows:

\[
\text{RMSE} = \sqrt{\frac{\sum_{k=0}^{n-1} [(x_k - \bar{x}_k)^2 + (y_k - \bar{y}_k)^2]}{n}}
\]

The RMSE values are listed in Table 1. This quantitative comparison shows the superiority of our model over Rosenhahn et al.'s approach in terms of segmentation accuracy.

Our method also work well for images with multiplicative noise. The top row of Fig. 12 shows the images contaminated with multiplicative Gaussian noise with standard deviations of \((0.1, 0.15, 0.2, \text{and} \ 0.25)\). The results of the proposed method and the method by

![Fig. 10. Results of our method for brain MR images shown in Fig. 9. The curve evolution process from the initial contour (the first column) to the final contour (the fourth column) is shown in every row.](image)

![Fig. 11. Results for the images corrupted by additive Gaussian noise. Row 1: synthetic image. Row 2: noisy images with standard deviations 10, 15, 20, 25 and the initial contours. Row 3: results of the proposed method. Row 4: results of the method by Rosenhahn et al. [29].](image)

<table>
<thead>
<tr>
<th>Image 1</th>
<th>Image 2</th>
<th>Image 3</th>
<th>Image 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proposed method</strong></td>
<td>0.23</td>
<td>0.48</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>Method by Rosenhahn et al.</strong></td>
<td>0.34</td>
<td>0.53</td>
<td>1.27</td>
</tr>
</tbody>
</table>

![Table 1](image)
Rosenhahn et al. are presented in the second and third rows, respectively. The RMSE values for these images are listed in Table 2. It can be observed that our model yields more accurate results than Rosenhahn et al.’s approach.

4.6. Application on natural texture images

With the comprehensive local statistic model, our model can capture the texture features, therefore can be applied to some texture images. Fig. 13 shows some results for natural texture images. It can be observed that our model yields more accurate results than Rosenhahn et al.’s approach.

4.7. Computational time

The proposed method requires relatively high computational complexity $O(S_1 S_2)$, where $S_1$ and $S_2$ are the size of the image and kernel, respectively. Table 3 presents the details about the computational time and number of iterations to process the images presented in Fig. 5. The images were analyzed in a 2.8 GHz PC (Pentium 4) loaded with Matlab 7.1.

5. Conclusion

In this paper, we have proposed a novel region-based active contour model for image segmentation in a variational level set framework. Our model efficiently utilizes the local image intensities which are described by Gaussian distribution with different means and variances. The local intensity means and variances are spatially varying functions, which are introduced as two variables of the proposed energy functional in our model. As a result, our method is able to deal with both noise and intensity inhomogeneity. Comparisons with the PC model, LBF model, and mean shift algorithm clearly demonstrate the capability of our method in handling intensity inhomogeneity. In addition, this method can be applied to some texture images.
We only need to derive the GELGDF integration, derivative of the first term. By exchanging the order of integration, we obtain its G\ell\ell\ell derivatives of the three terms in entire energy functional (19) yields

\begin{equation}
\frac{\partial E_{\ell\ell\ell}^{\text{ELGDF}}}{\partial \phi} = \phi_{1} \phi_{2}(\phi) - \phi_{2} \phi_{1}(\phi)
\end{equation}

A combination of the Gâteaux derivatives of the first third term in (19) and their Gâteaux derivatives have been given in [11,7], we only need to derive the Gâteaux derivative of the first term. By exchanging the order of integration, \( E_{\ell\ell\ell}^{\text{ELGDF}} \) can be rewritten as

\begin{equation}
E_{\ell\ell\ell}^{\text{ELGDF}} = - \int \left[ \int o(x-y) \log\left( \frac{1}{2\pi \sigma_{1}(x)} \exp\left( \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \right) \right) \right. \\
\times h_{1}(\phi(x)) \, dx \right] \, dy \\
- \int \left[ \int o(x-y) \log\left( \frac{1}{2\pi \sigma_{2}(x)} \exp\left( \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \right) \right) \right. \\
\times (1 - h_{1}(\phi(x))) \, dx \right] \, dy \\
= \int \left[ \int o(x-y) \log(\sqrt{2\pi}) + \log(\sigma_{1}(x)) + \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \right] \\
\times h_{1}(\phi(x)) \, dx \right] \\
+ \int \left[ \int o(x-y) \log(\sqrt{2\pi}) + \log(\sigma_{2}(x)) + \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \right] \\
\times (1 - h_{1}(\phi(x))) \, dy
\end{equation}

Let \( e_{1}(y) = \int o(x-y) \log(\sigma_{1}(x)) + \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \, dx \) and \( e_{2}(y) = \int o(x-y) \log(\sigma_{2}(x)) + \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \, dx \). By calculus of variations [37], it is straightforward to derive the Gâteaux derivative of the energy \( E_{\ell\ell\ell}^{\text{ELGDF}} \) in (29) as below

\begin{equation}
\frac{\partial E_{\ell\ell\ell}^{\text{ELGDF}}}{\partial \phi} = e_{1}\phi_{2}(\phi) - e_{2}\phi_{1}(\phi)
\end{equation}

A combination of the Gâteaux derivatives of the three terms in entire energy functional (19) yields

\begin{equation}
\frac{\partial \mathcal{F}_{\ell\ell\ell}}{\partial \phi} = \phi_{1}\phi_{2}(\phi) - \phi_{2}\phi_{1}(\phi)
\end{equation}

Using (28) for the energy functional \( \mathcal{F}_{\ell\ell\ell} \), we obtain its gradient flow (24).

**Appendix A. Derivation of gradient flow**

A standard method to minimize an energy functional \( F(\phi) \) is to solve the gradient flow equation

\begin{equation}
\frac{\partial \phi}{\partial t} = - \frac{\partial F}{\partial \phi}
\end{equation}

where \( \partial F/\partial \phi \) is the Gâteaux derivative (cf. [37]) of the energy functional \( F(\phi) \). Note that the second term and the third term in (19) and their Gâteaux derivatives have been given in [11,7], we only need to derive the Gâteaux derivative of the first term. By exchanging the order of integration, \( E_{\ell\ell\ell}^{\text{ELGDF}} \) can be rewritten as

\[ E_{\ell\ell\ell}^{\text{ELGDF}} = - \int \left[ \int o(x-y) \log\left( \frac{1}{2\pi \sigma_{1}(x)} \exp\left( \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \right) \right) \right. \\
\times h_{1}(\phi(x)) \, dx \right] \, dy \\
- \int \left[ \int o(x-y) \log\left( \frac{1}{2\pi \sigma_{2}(x)} \exp\left( \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \right) \right) \right. \\
\times (1 - h_{1}(\phi(x))) \, dx \right] \, dy \\
= \int \left[ \int o(x-y) \log(\sqrt{2\pi}) + \log(\sigma_{1}(x)) + \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \right] \\
\times h_{1}(\phi(x)) \, dx \right] \\
+ \int \left[ \int o(x-y) \log(\sqrt{2\pi}) + \log(\sigma_{2}(x)) + \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \right] \\
\times (1 - h_{1}(\phi(x))) \, dy
\]

Let

\[ e_{1}(y) = \int o(x-y) \log(\sigma_{1}(x)) + \frac{(u_{1}(x)-l(y))^{2}}{2\sigma_{1}(x)^{2}} \, dx \]

and

\[ e_{2}(y) = \int o(x-y) \log(\sigma_{2}(x)) + \frac{(u_{2}(x)-l(y))^{2}}{2\sigma_{2}(x)^{2}} \, dx \]

By calculus of variations [37], it is straightforward to derive the Gâteaux derivative of the energy \( E_{\ell\ell\ell}^{\text{ELGDF}} \) in (29) as below

\[ \frac{\partial E_{\ell\ell\ell}^{\text{ELGDF}}}{\partial \phi} = e_{1}\phi_{2}(\phi) - e_{2}\phi_{1}(\phi) \]

A combination of the Gâteaux derivatives of the three terms in entire energy functional (19) yields

\[ \frac{\partial \mathcal{F}_{\ell\ell\ell}}{\partial \phi} = \phi_{1}\phi_{2}(\phi) - \phi_{2}\phi_{1}(\phi) \]

Using (28) for the energy functional \( \mathcal{F}_{\ell\ell\ell} \), we obtain its gradient flow (24).
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