Segmentation of neonatal brain MR images using patch-driven level sets
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A B S T R A C T

The segmentation of neonatal brain MR image into white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF), is challenging due to the low spatial resolution, severe partial volume effect, high image noise, and dynamic myelination and maturation processes. Atlas-based methods have been widely used for guiding neonatal brain segmentation. Existing brain atlases were generally constructed by equally averaging all the aligned template images from a population. However, such population-based atlases might not be representative of a testing subject in the regions with high inter-subject variability and thus often lead to a low capability in guiding segmentation in those regions. Recently, patch-based sparse representation techniques have been proposed to effectively select the most relevant elements from a large group of candidates, which can be used to generate a subject-specific representation with rich local anatomical details for guiding the segmentation. Accordingly, in this paper, we propose a novel patch-driven level set method for the segmentation of neonatal brain MR images by taking advantage of sparse representation techniques. Specifically, we first build a subject-specific atlas from a library of aligned, manually segmented images by using sparse representation in a patch-based fashion. Then, the spatial consistency in the probability maps from the subject-specific atlas is further enforced by considering the similarities of a patch with its neighboring patches. Finally, the probability maps are integrated into a coupled level set framework for more accurate segmentation. The proposed method has been extensively evaluated on 20 training subjects using leave-one-out cross validation, and also on 132 additional testing subjects. Our method achieved a high accuracy of 0.919 ± 0.008 for white matter and 0.901 ± 0.005 for gray matter, respectively, measured by Dice ratio for the overlap between the automated and manual segmentations in the cortical region.

© 2013 Elsevier Inc. All rights reserved.

Introduction

Accurate segmentation of neonatal brain MR images is essential in the study of infant brain development. A large amount of work has been dedicated to the segmentation of adult brain MRI, resulting in many successful methods and also freely-available software packages (Ashburner and Friston, 2005; Cocosco et al., 2003; Fischl et al., 2002; Geffroy et al., 2002; Han et al., 2004; Shattuck and Leahy, 2002; Zhang et al., 2001). However, to date, there is limited publicly available software for neonatal brain MR image segmentation. In fact, segmentation of newborn brain MRI is considerably more difficult than that of adult brain MRI (Gui et al., 2012; Prastawa et al., 2005; Weisenfeld and Warfield, 2009; Xue et al., 2007), due to the lower tissue contrast, severe partial volume effect (Xue et al., 2007), high image noise (Mewes et al., 2006), and to dynamic white matter myelination (Weisenfeld and Warfield, 2009).

In the past several years, more efforts were put into neonatal brain MRI segmentation (Anbeek et al., 2008; Gui et al., 2012; Leroy et al., 2011; Merisaari et al., 2009; Wang et al., 2011; Warfield et al., 2000; Xue et al., 2007), prompted by the increasing availability of neonatal images. Most proposed methods are atlas-based (Cocosco et al., 2003; Prastawa et al., 2005; Shi et al., 2009, 2010, 2011a; Song et al., 2007; Warfield et al., 2000; Weisenfeld and Warfield, 2009; Weisenfeld et al., 2006). An atlas can be generated from manual or automated segmentation of an individual image, or a group of images from different individuals (Kuklisova-Murgasova et al., 2011; Shi et al., 2011b). For example, Prastawa et al. (2005) generated an atlas by averaging three semi-automatically segmented neonatal brain images and then integrated it into the expectation–maximization (EM) scheme for tissue classification. Bhatia et al. (2004) averaged all images as an atlas after group-wise registration of all images in a population. Warfield et al. (2000) proposed an age-specific atlas that was generated from multiple subjects using an iterative tissue-segmentation and atlas-alignment strategy to improve neonatal tissue segmentation. In our previous work, we constructed...
population-based infant atlases (Shi et al., 2011b) and integrated them into a level set framework for neonatal brain segmentation (Wang et al., 2011). However, one common limitation of all these atlas construction methods is that the complex brain structures, especially those in the cortical regions, are generally diminished after atlas construction due to the simply averaging of a population of images, which often have considerable inter-subject anatomical variability even after non-linear registration.

As proposed in (Aljabar et al., 2009; Shi et al., 2009), a subject-specific atlas, which can be constructed from images that are similar to the to-be-segmented image or from a large population of images (Ericsson et al., 2008), produces more accurate segmentation results than the population-based atlases. Thus, Shi et al. (2009) proposed a novel approach for neonatal brain segmentation by utilizing an atlas built from the longitudinal follow-up image of the same subject (i.e., the image scanned at one or two years of age) to guide neonatal image segmentation. In Wang et al. (2013), a novel longitudinally guided level set method was proposed for consistent neonatal image segmentation by utilizing the segmentation results of the follow-up image. In practice, however, many neonatal subjects do not have longitudinal follow-up scans.

Besides, most of the above-mentioned methods perform segmentation on a voxel-by-voxel basis. Recently, patch-based methods (Coupe et al., 2011, 2012a,b; Eskildsen et al., 2012; Rousseau et al., 2011) have been proposed for label fusion and segmentation. Their main idea is to allow multiple candidates (usually in the neighborhood) from each template image and to aggregate them based on non-local means (Buades et al., 2005). Different from multi-atlas based label fusion algorithms (Asman and Landman, 2013; Langerak et al., 2010; Sabuncu et al., 2010; Wang et al., 2012; Warfield et al., 2004), which require accurate non-rigid image registration, these patch-based methods are less dependent on the accuracy of registration, thus even the low-accuracy rigid registration can also be applied. This technique has been successfully validated on brain labeling (Rousseau et al., 2011) and hippocampus segmentation (Coupe et al., 2011) with promising results.

Recently, patch-based sparse representation has attracted rapidly growing interest. This approach assumes that image patches can be represented by sparse linear combination of image patches in an over-complete dictionary (Elad and Aharon, 2006; Gao et al., 2012; Mairal et al., 2008b; Winn et al., 2005; Yang et al., 2010). This strategy has been applied to a good deal of image processing problems, such as image denoising (Elad and Aharon, 2006; Mairal et al., 2008b), image in-painting (Fadili et al., 2009), image recognition (Mairal et al., 2008a; Winn et al., 2005), and image super-resolution (Yang et al., 2010), achieving the state-of-the-art performance. In this paper, we propose a novel strategy via patch-based sparse representation for neonatal brain image segmentation. Specifically, we first construct a subject-specific atlas, which is based on a set of aligned and manually segmented neonatal images. Each patch in the subject can then be sparsely represented by patches in the dictionary, and thus this patch will have a similar tissue label with the selected patches according to their respective sparse coefficients. To ensure that the probability is spatially consistent, we further refine the tissue probability maps by considering the similarities between the current patch and its neighboring patches. Finally, the obtained tissue probability maps are integrated into a level set framework for more accurate segmentation of neonatal brain MRI. Note that, although the detection of myelination and maturation of white matter is also very important in the early brain development study (Gui et al., 2012; Prastawa et al., 2005; Weisenfeld and Warfield, 2009), this paper focuses on segmentation of neonatal brain images into general WM, GM, and CSF, where WM contains both myelinated and unmyelinated WM, and GM contains both cortical and subcortical GM.

The remainder of this paper is organized as follows. In the Background: Coupled Level Set (CLS) section, we review our previous method and its limitations. The proposed method is introduced in the Materials and methods section. The experimental results are presented in the Experimental results section, followed by discussions in the Discussion and conclusion section.

Background: coupled level set (CLS)

In this section, we will first review our previous method (Wang et al., 2011) and then point out its major limitations. Let $\Omega$ be the image domain and $\mathcal{C}$ be a closed subset in $\Omega$, which divides the image domain into disjoint partitions $\Omega_j$, $j \in \{WM, GM, CSF, BG\}$, such that $\Omega = \cup \Omega_j$. Our previous coupled level set (CLS) method combines the local intensity information (Wang et al., 2009), atlas spatial prior $P_s$, and cortical thickness constraint into a level set based framework. For each voxel $x$ in image $I$, let $\mathcal{N}(x)$ be the neighborhood of voxel $x$. For $y \in \mathcal{N}(x)$, its intensity distribution model on the $j$-th tissue can be parameterized by a normal distribution $\Theta_j(y)$ with the local mean $u_j(y)$ and the variance $\sigma_j^2(y)$ (Wang et al., 2009). Then, the probability of intensity $I(x)$ belonging to the $j$-th tissue type, denoted by $p_{j}(I(x))$, can be estimated as

$$p_{j}(I(x)) = \frac{1}{\sqrt{2\pi}\sigma_j(y)} \exp \left(-\frac{(u_j(y) - I(x))^2}{2\sigma_j^2(y)}\right).$$

Therefore, using all $y \in \mathcal{N}(x)$, the probability of intensity $I(x)$ belonging to the $j$-th tissue type, $p^{LGD}(x)$, can be jointly estimated by averaging the local Gaussian distributions (LGD)

$$p^{LGD}_j(x) = \frac{1}{|\mathcal{N}(x)|} \sum_{y \in \mathcal{N}(x)} p_{j}(I(x))$$

where $|\mathcal{N}(x)|$ is the total number of voxels in the neighborhood. Then, by considering also the population-atlas prior $P_s$, the overall probability of the voxel $x$ belonging to the $j$-th tissue type, $p^{LGD, Prior}_j(x)$, can be estimated by

$$p^{LGD, Prior}_j(x) = \frac{1}{Z_j(x)} \sum_{y \in \mathcal{N}(x)} P_s(x) p^{LGD}_j(I(x))$$

where $Z_j(x) = \sum_{y \in \mathcal{N}(x)} P_s(x) p^{LGD}_j(I(x))$ is a normalization constant to ensure $\sum_j p^{LGD, Prior}_j(x) = 1$. Therefore, the data-driven energy term $E^{LGD, Prior}$ that we minimize can be defined as follows.

$$E^{LGD, Prior}(C) = -\sum_j \sum_x \log p^{LGD, Prior}_j(x).$$

This data-driven term, combined with the cortical thickness constraint term (Wang et al., 2011, 2013), was integrated into a coupled level set framework for neonatal image segmentation in our previous CLS method (Wang et al., 2011). Note that the data-driven energy term $E^{LGD, Prior}$ in Eq. (4) looks different from the energy term in our previous work (Wang et al., 2011, 2013). However, as shown in Appendix A, the minimization problem of $E^{LGD, Prior}$ can be converted to the minimization problem of the energy functional in our previous work (Wang et al., 2011, 2013).

However, there are two major limitations in our previous CLS method. First, the prior $P_s$ was derived by warping a population-based infant atlas. One limitation is that the population-based atlas may not be representative of a single subject in the regions with high inter-subject variability and thus leads to a low capability for guiding the tissue segmentation. For example, it can be seen that the population-based atlas (shown in the 2nd row of Fig. 1) is far from accurate, especially at the cortical regions. Second, in Eq. (3), only the voxel-wise intensity information was used to estimate the probability. However, in the T2 neonatal MR images, due to the
partial volume effect, the intensities of voxels on the boundary between CSF and GM are similar to those of the WM, which may lead to incorrect tissue labeling. For illustration, the 3rd row of Fig. 1 shows the probability maps (of WM, GM, and CSF) obtained by using $P_j^{LGD\_Prior}$ (Eq. (3)). It can be observed that these probability maps are spatially inconsistent and noisy (see red arrows in Fig. 1).

To deal with these limitations, in the following paragraphs, we propose a novel patch-based method for neonatal image segmentation. Instead of considering only the voxel-wise information in the coupled level set (CLS) method, we now consider the patch-level information, based on the sparse representation technique for building the tissue probability maps. It is worth noting that in this paper we propose a subject-specific atlas to overcome the first limitation of using the population-based atlas in CLS, and then utilize the patch-level information, based on the sparse representation, to overcome the second limitation of using only the voxel-wise intensity information for estimating tissue probability maps in CLS.

Materials and method

The proposed method consists of three main steps as summarized in Fig. 2. Details are presented in the following sections, i.e., construction of the subject-specific atlas from the template images, enforcing the spatial consistency for the probability maps, and further integrating it into a coupled level set framework for tissue segmentation.

Data description and library construction

The library is constructed from $N$ ($N = 20$) normal neonatal subjects used as template images. Images were acquired on a Siemens head-only 3T scanner (Allegra, Siemens Medical System, Erlangen, Germany) with a circular polarized head coil. T2 images of 70 transverse slices were acquired with turbo spin-echo (TSE) sequences: $TR = 7380\text{ ms, } TE = 119\text{ ms, Flip Angle} = 150$, and resolution $= 1.25 \times 1.25 \times 1.95\text{ mm}^3$. The gestational age of the neonates was $38.6 \pm 2.6\text{ weeks at birth and } 41.5 \pm 1.7\text{ weeks at MR scanning}$. T2 images were resampled to $1 \times 1 \times 1\text{ mm}^3$. Standard preprocessing steps were performed before segmentation, including skull stripping (Shi et al., 2012), intensity inhomogeneity correction (Sled et al., 1998), and removal of the cerebellum and brain stem by using in-house tools, where a template was employed to mask out the cerebellum and brain stem after a nonlinear registration. Ideally, one would use MR images with manually segmentation results to create the library, which, however, is heavily time consuming. We took a more practical approach to...
first generate reasonable segmentation results by the publicly available iBEAT software (http://www.nitrc.org/projects/ibeat/), and then perform manual edition to correct errors. Three representative intensity images with their corresponding manual segmentation results, randomly selected from those 20 subjects, are shown in Fig. 3.

**Constructing a subject-specific atlas from the aligned template images**

To construct a subject-specific atlas for a testing image \(I\), \(N\) template images \(I^t\) and their corresponding segmentation maps \(I^t_i\) \((i = 1, ..., N)\) are first linearly aligned onto the space of the testing image. Then, for each voxel in the testing image \(I\), its intensity patch (taken from \(w \times w \times w\) neighborhood) can be represented as a dimensional column vector \(x\). Furthermore, its patch dictionary can be adaptively built from all \(N\) aligned templates as follows. First, let \(N_i(x)\) be the neighborhood of voxel \(x\) in the \(i\)-th template image, with the neighborhood size as \(w_p \times w_p \times w_p\). Then, for each voxel \(y = N_i(x)\), we can obtain its corresponding patch from the \(i\)-th template image, i.e., a \(w \times w \times w\) dimensional column vector. By gathering all these patches from \(w_p \times w_p \times w_p\) neighborhoods of all \(N\) aligned templates, we can build a dictionary matrix \(D_i\) where each patch is represented by a column vector and normalized to have the unit L2 norm (Cheng et al., 2004), which was implemented in the SPAMS toolbox (http://spams-devel.gforge.inria.fr), to solve the Elastic-Net problem. Each element of the sparse coefficients \(\alpha\), i.e., \(\alpha_x\), reflects the similarity between the target patch \(m\) and the patch \(m_i\) in the patch dictionary (Cheng et al., 2009). Based on the assumption that similar patches should share similar tissue labels, we use the sparse coefficients \(\alpha\) to estimate the probability of the voxel \(x\) belonging to the \(j\)-th tissue, i.e.,

\[
P_j(x) = \frac{1}{Z_j(x)} \sum_{i=1}^{N} \sum_{y = N_i(x)} \alpha_x \delta_j(I^t_i(y))
\]

where \(Z_j(x) = \sum_{i=1}^{N} \sum_{y = N_i(x)} \alpha_x \delta_j(I^t_i(y))\) is a normalization constant to ensure \(\sum P_j(x) = 1\) and \(\delta_j(I^t_i(y))\) is defined as

\[
\delta_j(I^t_i(y)) = \begin{cases} 
1, & I^t_i(y) = j; \\
0, & I^t_i(y) \neq j.
\end{cases}
\]

By visiting each voxel in the testing image \(I\), we can build a subject-specific atlas. The 4th row of Fig. 1 shows an example of the proposed subject-specific atlas. Compared with the population-based atlas used

![Fig. 2. The flowchart of the proposed method. It consists of three main steps: 1) constructing the subject-specific atlas from the template images; 2) enforcing the spatial consistency for the probability maps and 3) further integrating it into a coupled level set framework for tissue segmentation.](image)

![Fig. 3. Three randomly-selected subjects and their corresponding manual segmentation results.](image)
in the coupled level set (CLS) (as shown in the 2nd row), the proposed subject-specific atlas contains much richer anatomical details, especially at the cortical regions.

*Enforcing spatial consistency in the testing image space*

In the previous section, the tissue probability of each voxel is estimated independently for the neighboring points, which may result in spatial inconsistency. To address this issue, we propose the following strategy to refine the tissue probability to be spatially consistent. As shown in Fig. 4, for each voxel in the testing image (red dot), we constrain its tissue probability to be spatially consistent with all the voxels in its neighborhood \( N(x) \) (yellow circle). Following the notation in the previous section, for each voxel \( x \) in the testing image \( l \), its intensity patch can be represented as a \( w \times w \times w \) dimensional column vector \( m_x \). For each neighboring voxel \( y \in N(x) \), we obtain its corresponding patch with the same dimension, i.e., a column vector \( m_y \). By gathering all these patches from \( w_p \times w_p \times w_p \) neighborhood, we can build a dictionary matrix \( D_y \), where each patch is represented by a column vector and normalized to have the unit L2 norm (Cheng et al., 2009; Wright et al., 2010). It should be noted that all patches here are from the testing image itself, while the patches in the dictionary built from the training data are from the atlas (Zou and Hastie, 2005).

Each element of sparse coefficients \( \alpha' \), i.e., \( \alpha'_j \), reflects the intensity similarity between the testing patch \( m_x \) and the neighboring patch \( m_y \) in the dictionary. Before proposing the new strategy to estimate the probability, we recall the probability estimated by CLS:

\[
\begin{align*}
\hat{p}^\text{Prior}_j(x) &= \frac{1}{Z_j(x)} \sum_{y \in N(x)} \frac{p_j(x)}{p_j(l(x))} \\
&= \frac{1}{Z_j(x)} \sum_{y \in N(x)} \frac{p_j(x)}{p_j(l(x))}.
\end{align*}
\]

It can be deduced that CLS only considers the voxel-wise intensity information and all the neighboring voxels contributed equally to the probability, which could result in spatial inconsistency as shown in Fig. 1. Here, we propose the following scheme to enforce the spatial consistency, which takes advantage of the sparse coefficient \( \alpha_y \) based on the patch similarity,

\[
p^\text{Patch,LGD,Prior}_j(x) = \frac{1}{Z_j(x)} \sum_{y \in N(x)} \sum_{y \in N(x)} \alpha_y \frac{p_j(x)}{p_j(l(x))}.
\]

where \( Z_j(x) = \sum_{y \in N(x)} \frac{1}{\sum_{y \in N(x)} \alpha_y \frac{p_j(x)}{p_j(l(x))}} \) is a normalization constant to ensure \( \sum_{j} p^\text{Patch,LGD,Prior}_j(x) = 1 \). Compared with the CLS method (Eq. (3)), there are two advantages of the proposed method, 1) a subject-specific atlas \( \{p_j\} \) is utilized, instead of the population-based atlas; and 2) patch information \( \{\alpha_y\} \) is also incorporated instead of only the voxel-wise information. Therefore, the energy that we will minimize is given by,

\[
E^\text{Patch,LGD,Prior} = \sum_{x \in M} \sum_{y \in M} \log \frac{1}{Z_j(x)} \frac{1}{\sum_{y \in N(x)} \alpha_y \frac{p_j(x)}{p_j(l(x))}}.
\]

*Level set segmentation*

In level set methods, the set of contours \( C \) can be represented by the union of the zero level sets and the image partitions \( \Omega_j \) can be formulated by the level set functions with the help of the Heaviside function \( H \). For neonatal image segmentation, we employ three level set functions \( \phi_1, \phi_2, \) and \( \phi_3 \) to represent the image partitions \( \Omega_j \); WM, GM, CSF and background. The zero level surfaces of \( \phi_1, \phi_2 \) and \( \phi_3 \) are the interfaces of WM/GM, GM/CSF, and CSF/background, respectively. Let \( \Phi = [\phi_1, \phi_2, \phi_3] \). With the level set representation, the energy functional \( E^\text{Patch,LGD,Prior} \) in (Eq. (10)) can be formulated as

\[
E^\text{Patch,LGD,Prior} = \sum_{x \in M} \sum_{y \in M} \log \frac{1}{Z_j(x)} \frac{1}{\sum_{y \in N(x)} \alpha_y \frac{p_j(x)}{p_j(l(x))}}.
\]

where \( M_{\Omega_j}(\Phi) = H(\phi_1)H(\phi_2)H(\phi_3), \ M_{\text{CSF}}(\Phi) = (1 - H(\phi_1))H(\phi_2)H(\phi_3), \ M_{\text{WM}}(\Phi) = (1 - H(\phi_2))H(\phi_1)H(\phi_3), \ M_{\text{BG}}(\Phi) = 1 - H(\phi_1) - H(\phi_2) - H(\phi_3). \)

On the other hand, it is known that the cerebral cortex is a thin, highly folded sheet of gray matter. The cortical thickness can be used as a constraint to guide cortical surface reconstruction (Fischl and Dale, 2000; Zeng et al., 1999). As proposed in our previous work, the thickness constraint terms are defined for \( \phi_1 \) and \( \phi_2 \) as

\[
E_{\phi_1}(\Phi) = [1 - (H(\phi_2 - d_2) - H(\phi_2 - d_2))]^2[(H(\phi_2 - d_2) - H(\phi_1))]^2
\]

\[
+ (H(\phi_2 - d_2) - H(\phi_1))^2]
\]

\[
E_{\phi_2}(\Phi) = [1 - (H(\phi_1 + d_1) - H(\phi_1 + d_1))]^2[(H(\phi_1 + d_1) - H(\phi_2))]^2
\]

\[
+ (H(\phi_1 + d_1) - H(\phi_2))^2]
\]

where \( d_1, d_2 \) is the cortical thickness range with minimal thickness \( d_1 \) and maximal thickness \( d_2 \). Note that the thickness constraint is designed for cortical GM and is not applicable for subcortical GM. Therefore, we use a non-cortical mask to mark the regions where the cortical thickness constraint will not be imposed. As shown in Fig. 5, the mask includes the

*Footnote*

1 In this paper, the level set function is a signed distance function which takes negative values outside of the zero-level-set and positive values inside of the zero-level-set.
ventricle and surrounding GM/WM tissues, as similarly proposed in Shi et al. (2011a). In processing, the mask was warped from template space to each individual subject. In these non-cortical regions, only the local Gaussian distribution fitting and the subject-specific atlas prior with the spatial consistency are employed to guide the segmentation.

The final proposed energy functional that we will minimize with respect to $\Phi$ is defined as,

$$E(\Phi) = E^{\text{Patch,LGD, Prior}}(\Phi) + \beta\left(E_{\phi_i}(\Phi) + E_{\phi_o}(\Phi)\right) + \nu R(\Phi)$$

$$= -\sum_{j} \sum_{x \in M_j(\Phi)} \log \left( \sum_{y \in X(x)} \alpha_y p_{\phi_j}(I(x)) \right)$$

$$+ \sum_{j} \sum_{x \in M_j(\Phi)} \log Z_3(x) + \beta\left(E_{\phi_i}(\Phi) + E_{\phi_o}(\Phi)\right) + \nu \int \sum_{l=1}^{3} \left| \nabla H(\phi_l(x)) \right| dx \tag{14}$$

where $R(\Phi) = \sum_{l=1}^{3} \int |\nabla H(\phi_l(x))| dx$ is the level set regularization term to maintain smooth contours/surfaces during the level set evolutions (Chan and Vese, 2001), as controlled by $\nu$. The energy functional (Eq. (14)) can be easily minimized by using calculus of variations (see Appendix B for detailed derivation). It is worth noting that the second term in Eq. (14) $\sum_{x \in \Omega(x)} \log Z_3(x) = \sum_{x \in \Omega} \log Z_3(x)$ can be omitted since it is independent of $\Phi$. The proposed method for the segmentation of the neonatal brain MR image is summarized in Algorithm. 1.


1. Step 1: Estimate the subject-specific atlas $P_j$ from the template library by minimizing the Elastic-Net problem (Eq. (5));
2. Step 2: Estimate the probabilities $p_{\phi_j}(I(x))$ based on current segmentation (Eq. (1)) (Wang et al., 2009);

Fig. 5. An example of the non-cortical mask displayed in three orthogonal slices.

Fig. 6. Importance of incorporating the spatial consistency term. (a) is a simulated 2D image with ground-truth segmentation shown in (b). (c) is the prior obtained by using expectation-maximization (EM) algorithm (Dempster et al., 1977). (d) and (e) show the intermediate results by the proposed method without and with spatial consistency, respectively.
3. Step 3: Enforce the spatial consistency by minimizing the Elastic-Net problem (Eq. (7));
4. Step 4: Level set segmentation by minimizing Eq. (14);
5. Step 5: Reinitialize the level set functions as signed distance functions;

Fig. 6 shows the results of the proposed method without and with the spatial consistency on a simulated image to demonstrate the importance of the incorporated patch-level information. We first adopted the expectation–maximization (EM) algorithm to estimate the parameters of a Gaussian mixture model (GMM), which models the intensity distribution of Fig. 6(a) into 2 components, i.e., foreground and background. Then the final probability estimated by the EM is provided as the prior atlas $P_j$ which will be used in Eq. (9), as shown in Fig. 6(c). The probabilities $p_j(x)$ (Wang et al., 2009) and $p_{\text{Patch,LGD,Prior}}(x)$ are updated at each step of the level set evolution. The intermediate results without and with spatial consistency ($\alpha_y$) are shown in the 2nd and 3rd rows. It can be clearly seen that the proposed method with the spatial consistency (the 3rd row) achieves a more accurate segmentation result than the proposed method without the spatial consistency (the 2nd row).

The last row of Fig. 1 presents the probability maps after enforcing the spatial consistency. Compared with the result by CLS and also the subject-specific atlas, the proposed method achieves the best result, especially at the locations indicated by red arrows in Fig. 1.

**Experimental results**

In this section, we first briefly introduce the parameter selection strategy, and then evaluate the proposed method extensively on 20 training subjects using leave-one-out cross-validation, and also on 8 additional testing subjects with ground truth and 94 subjects without ground truth. We further evaluate the performance of our method on 30 additional images acquired on different scanners with different acquisition protocols and parameters, with 10 images from each scanner. Results of the proposed method are compared with the ground-truth segmentations, as well as other state-of-the-art automated segmentation methods. Note that, for a fair comparison, the subcortical region is excluded from the evaluation of segmentation accuracy, similar to Xue et al. (2007), Shi et al. (2010), and Wang et al. (2011). The mask used to exclude the subcortical region is defined in the Level set segmentation section.

**Parameter optimization**

The parameters in this paper were determined via cross-validation on all templates. For example, we tested the weight for L1-term $\lambda_1 = [0.01, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 10.0]$, patch size $w = [3, 5, 7]$, and the size of neighborhood $w_p = [3, 5, 7]$. The sum Dice ratios of WM and GM with respect to the different combinations of these parameters are shown in Fig. 7. Considering the balance between the computational time and accuracy of

---

**Fig. 7.** The sum of Dice ratios of WM and GM with respect to the different combinations of the parameters $\lambda_1$, $w$, and $w_p$. The 1st best and 2nd best parameters are indicated by the green and blue lines, respectively.

**Fig. 8.** Box-whisker plots of Dice ratio of segmentation using an increasing number of templates from the library. Experiment is performed by leave-one-out strategy on a library of 20 templates.
segmentation, we choose parameter sets of $\lambda_1 = 0.1$, $w = 5$, $w_p = 5$ (indicated by the blue line) for the following experiments. Green line indicates a set of parameters with which the slightly better accuracy (from 1.824 to 1.826) can be achieved, but accompanied with larger computational burden, as the size of neighborhood $w_p$ increasing from 5 to 7. Cross evaluation was also performed to determine other parameters, such as $\lambda_2 = 0.01$ (weight for L2-norm term), $\beta = 0.1$ (weight for the cortical thickness constraint term), and $\nu = 0.01$ (weight for the length term).

In the following, we explore the relationship between the number of templates and segmentation accuracy. Fig. 8 shows the Dice ratios as a function of different number of templates. As shown in this figure,

![Fig. 9. Comparison with different methods. From top to bottom: (a) original images, (b) ground-truth segmentation, (c) results of majority voting (MV), (d) results of the coupled level set (CLS) method (Wang et al., 2011), (e) results of the conventional patch-based method (CPM) (Coupé et al., 2011), (f, g) results of the proposed subject-specific atlas without the sparse constraint (f) and with the sparse constraint (g), and (h, i) results of the proposed method without spatial consistency (h) and with spatial consistency (i). The label differences are shown in Fig. 10.](image-url)
Fig. 10. (a–g) show WM differences between ground-truth segmentations and automated segmentations of different methods; (h–n) show GM differences between ground-truth segmentations and automated segmentations of different methods. Dark red indicates false negative, while dark blue indicates false positive.
increasing the number of templates generally improves the segmentation accuracy, as the average Dice ratio increased from 0.87 \((N = 1)\) to 0.92 \((N = 19)\) for WM, and 0.86 \((N = 1)\) to 0.90 \((N = 19)\) for GM. Increasing the number of templates seems to make the segmentations more consistent as reflected by the reduced standard deviation from 0.015 \((N = 1)\) to 0.01 \((N = 19)\) for WM, and 0.012 \((N = 1)\) to 0.004 \((N = 19)\) for GM. Though the experiment shows an increase of accuracy with increasing number of templates, the segmentation performance begins to converge after \(N = 19\). Therefore, in this paper, we choose \(N = 20\), considering the balance of segmentation accuracy and computational efficiency.

**Leave-one-out cross validation**

To evaluate the performance of the proposed method, we measured the Dice ratio between the automated and ground truth for the 20 template images in a leave-one-out cross-validation fashion, which has been adopted in numerous papers (Aljabar et al., 2009; Coupé et al., 2011; Shi et al., 2009; Wang et al., 2012). In each cross-validation step, 19 images were used as priors and the remaining image was used as the testing image to be segmented by the proposed method. This process was repeated until each image was taken as the testing image once.

Fig. 9 shows the segmentation results of different methods for one typical subject. We first show the results of majority voting (MV) scheme after nonlinear alignment with the testing subject in Fig. 9(c). We then compare with our previous proposed method, namely the coupled level set (CLS) method (Wang et al., 2011) (the algorithm is publicly available at http://www.nitrc.org/projects/ibeat/), in which the atlas from Shi et al. (2011b) was utilized to guide the tissue segmentation with the results shown in Fig. 9(d). We also make a comparison with the conventional patch-based method (CPM) (Coupé et al., 2011) with the results shown in Fig. 9(e). Note that, to make a fair comparison, we perform a similar cross-validation as in the Parameter optimization section to derive the optimal parameters for the CPM, finally obtaining the patch size of \(5 \times 5 \times 5\) and the neighborhood size of \(5 \times 5 \times 5\). To demonstrate the advantage of using the sparsity, we make a comparison between the subject-specific atlases without and with sparsity constraint, as shown in Fig. 9(f) and (g), respectively. The last two rows in Fig. 9

![Dice ratios of different methods in cortical regions: majority voting (MV), the coupled level set (CLS) (Wang et al., 2011), the conventional patch-based method (CPM) (Coupé et al., 2011), the proposed subject-specific atlas without and with the sparse constraint, and the proposed method without and with the spatial consistency.](image-url)
present the results of the proposed method (Eq. (4)) without and with spatial consistency as introduced in the Enforcing spatial consistency in the testing image space section. To better compare the results of different methods, the label differences compared with the ground truth are also presented in Fig. 10, which qualitatively demonstrates the advantage of the proposed method.

In the following, we will quantitatively evaluate the performance of different methods in terms of segmentation accuracy in both global metric (Dice ratio) and local metrics (surface distance and landmark curve distance). Dice ratios of different methods are shown in Fig. 11. It can be seen that the results of the proposed method outperform the majority voting (MV), the coupled level set (CLS) method (Wang et al., 2011) and the conventional patch-based method (CPM) (Coupé et al., 2011) on all subjects. Specifically, the average Dice ratios are 0.822 ± 0.016 (WM) and 0.818 ± 0.015 (GM) by the MV, 0.875 ± 0.014 (WM) and 0.856 ± 0.005 (GM) by the CLS, and are 0.87 ± 0.01 (WM) and 0.863 ± 0.006 (GM) by the CPM, respectively. We also make a comparison with the segmentation obtained by using the subject-specific atlas without and with the sparse constraint as proposed in the Constructing a subject-specific atlas from the aligned template images section. The Dice ratios are 0.870 ± 0.01 (WM) and 0.845 ± 0.01 (GM) for the subject-specific atlas without the sparse constraint, while 0.897 ± 0.009 (WM) and 0.869 ± 0.004 (GM) for the subject-specific atlas with the sparse constraint, which clearly demonstrates the advantage of the sparsity in terms of accuracy. We then make a comparison with the proposed method (Eq. (14)) without and with the spatial consistency as introduced in the Enforcing spatial consistency in the testing image space section. Without the spatial consistency, the Dice ratios are 0.907 ± 0.009 (WM) and 0.891 ± 0.006 (GM), while, with spatial consistency, the Dice ratios are 0.919 ± 0.008 (WM) and 0.901 ± 0.005 (GM), which demonstrates the importance of the spatial consistency.

To further validate the proposed method, we also evaluate the accuracy by measuring the surface distance errors (Li et al., in press) between ground-truth segmentation and the reconstructed WM/GM (inner) surfaces by CLS, CPM, and our proposed method (with spatial consistency). The surface distance errors on a typical subject are shown in Fig. 12. The upper row of Fig. 12 shows the surface distances from the surfaces obtained by the three different methods to the ground-truth surfaces. Since the surface distance measure is not symmetrical, the surface distances from the ground-truth surfaces to the automatically obtained surfaces are also shown in the lower row of the figure. The large surface distance errors on the gyral crest in Fig. 12(d) and (e) reflect that the thin gyral rests are not correctly segmented by CLS and CPM. On the other hand, it can be seen that our proposed method agrees most with the ground truth. The average surface distance errors on 10 subjects are shown in Fig. 13, which again demonstrates the advantage of our proposed method.

**Fig. 12.** The upper row shows the surface distances in mm from the surfaces obtained by the CLS (Wang et al., 2011) (left), the conventional patch-based method (CPM) (Coupé et al., 2011) (middle) and our proposed method (right) to the ground-truth surfaces. The lower row shows the surface distances from the ground-truth surfaces to the surfaces obtained by three different methods.

**Fig. 13.** Left: the average surface distances from the surfaces obtained by three different methods to the ground-truth surfaces on 10 subjects; right: the average surface distances from the ground-truth surfaces to the surfaces by three different methods on 10 subjects.
The above surface distance is measured from each point in one surface to its closest point on the other surface, which, however, tends to under-estimate the errors. For example, ideally, a point on the gyral crest should find a closest point on the gyral crest to measure the distance, while with the above surface distance definition it might incorrectly find the closest point on the sulcal bank. To better reflect the accuracy of the methods on the gyral crests, we further measure the distance of gyral landmark curves on the cortical surfaces. Large curve distance error indicates that the gyral crest is poorly resolved. We selected two major gyri, i.e., the superior temporal gyral curve and the postcentral gyral curve, as the landmarks to measure the accuracy. We manually labeled two sets of gyral curves using the method in Li et al. (2010) on the inner cortical surfaces from different tissue segmentation results. One typical example is shown in the upper row of Fig. 14, in which the white curves were delineated by the experts on the superior temporal gyrus and postcentral gyrus, and the surfaces are color-coded by the maximum principal curvature (Li et al., 2010). Average symmetric curve distance errors (Li and Shen, 2011) on each curve of 10 subjects are computed, as shown in the upper row of Fig. 15. Compared with CLS and CPM, the proposed method achieves higher accuracy in terms of landmark curves.

Gyrification index (GI) (Zilles et al., 1988), a metric that quantifies the amount of cortex buried within the sulcal folds as compared with the amount of cortex on the outer visible cortex, has been widely used in measuring brain structural convolution. Unsatisfying segmentation results usually diminish the cortical folding and result into a low GI. Therefore, we also measure local GI (Schaer et al., 2008) and global GI (Zilles et al., 1988) to evaluate the folding complexity of the inner cortical surface. One typical example of the local GI maps (with the radius 25 mm) by the three methods is shown in the lower row of Fig. 14. Since some thin gyri in WM by the CLS and CPM were missing, the local GI is relatively lower than the ground truth. The average difference of local and global GI compared to the ground truth on all 10 subjects is plotted in the lower row of Fig. 15. It can be seen that the results by our
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**Fig. 14.** The upper row shows the manually labeled postcentral and superior temporal gyral landmark curves, while the lower row shows the results of local gyrification index by three different methods.

**Fig. 15.** The upper rows are the average symmetric curve distances of three different methods on the superior temporal gyrus and the postcentral gyrus of 10 subjects. The lower rows are the results of average differences of local GI and global GI by three different methods on 10 subjects.
The proposed method shows the highest agreement with the ground truth on both local and global GI, indicating that the cortical folding resolved by our method is similar to the ground truth.

Results on 8 new testing subjects with ground truth

Instead of using the leave-one-out cross-validation fashion, we further validated our proposed method on 8 additional subjects, which were not included in the library. The gestational age of the 8 neonates was 38 ± 1.0 weeks at birth and 43.1 ± 1.6 weeks at MR scanning, using the same imaging parameters as in the template library. For comparison, we use the manual segmentations by experts as reference. These manual segmentations were performed on 1 axial slice, 1 coronal slice, and 1 sagittal slice by using ITK-SNAP software (Yushkevich et al., 2006), as shown in Fig. 16. Note that the subcortical region is unlabeled due to its low contrast. The segmentation results of different methods are shown in Fig. 16(c–e), with WM differences shown in (f–h) and GM differences shown in (i–k). By visual inspection, our proposed method achieves the smallest errors, which is also confirmed by the Dice ratios on 8 subjects as shown in Fig. 17.

Results on 94 testing subjects for qualitative evaluation

The proposed method has also been qualitatively evaluated on 94 additional subjects without ground truth available. The gestational age
of the 94 neonates was 38.5 ± 1.7 weeks at birth and 44.1 ± 2.6 weeks at MR scanning. Imaging parameters, as shown in Table 1, are the same as those used in the template library. The segmentation of all subjects were visually inspected by experts, confirming the good quality of the results. Here we randomly show 14 segmentation results from total 94 subjects in Fig. 18. As can be observed, the results of the proposed method demonstrate better segmentation accuracy than those by the coupled level set (CLS) method (Wang et al., 2011) and the conventional patch-based method (CPM) (Coupé et al., 2011), by using the original intensity images as references.

<table>
<thead>
<tr>
<th>Evaluation on images with different scanning parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the previous subsections, we have shown the segmentation results on subjects scanned using similar imaging parameters as those used for building the template library, as shown in the sequence #1 of Table 1. To demonstrate the robustness and wide applicability of the proposed method, we tested our method on 30 additional images which were acquired on different scanners with different acquisition protocols and parameters, shown as sequence #2, sequence #3 (from NIH Pediatric MRI Data Repository, <a href="http://pediatricmri.nih.gov/nihpd/info/index.html">http://pediatricmri.nih.gov/nihpd/info/index.html</a>),</td>
</tr>
</tbody>
</table>

<p>| Table 1 |
| Scanning protocol parameters: the repetition time (TR), the echo time (TE), the flip angle (FA), and the image resolution. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Sequence #</th>
<th>Number of subjects</th>
<th>Manufacturer</th>
<th>Field strength</th>
<th>TR (ms)</th>
<th>TE (ms)</th>
<th>FA (°)</th>
<th>Resolution (mm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>122</td>
<td>SIEMENS</td>
<td>3.0 T</td>
<td>7380</td>
<td>119</td>
<td>150</td>
<td>1.25 × 1.25 × 1.95</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>SIEMENS</td>
<td>3.0 T</td>
<td>9280</td>
<td>119</td>
<td>150</td>
<td>1.0 × 1.0 × 1.3</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>GE</td>
<td>1.5 T</td>
<td>3500</td>
<td>17</td>
<td>180</td>
<td>1.0 × 1.0 × 3.0</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>Philips</td>
<td>3.0 T</td>
<td>2500</td>
<td>279</td>
<td>90</td>
<td>1.0 × 1.0 × 1.0</td>
</tr>
</tbody>
</table>

Fig. 18. Results of three different methods on 14 subjects. In each panel, the original images and their respective results by the coupled level set (CLS) method (Wang et al., 2011), the conventional patch-based method (CPM) (Coupé et al., 2011), and our proposed method are shown from left to right.
and sequence #4 in Table 1, respectively. Fig. 19 shows 3 randomly selected subjects and their corresponding segmentation results of different methods for each scanning protocol in sequence #2, sequence #3, and sequence #4. The conventional patch-based (CPM) method (Coupé et al., 2011), using the sum of the squared difference (SSD) based similarity measure, is sensitive to the variance in contrast and luminance (see sequence #2 in Fig. 19), although we have performed intensity normalization before running the CPM. The coupled level set (CLS) method (Wang et al., 2011) utilizes the population-based atlas and global intensity information to derive an initialization for the subsequent coupled level set based segmentation. However, due to the low guidance capability of population-based atlas and the large overlap of the tissue intensity distributions, the CLS cannot achieve a good segmentation neither, as shown in sequences #3 and #4 of Fig. 19, in which most of CSF in the ventricle has been incorrectly labeled as WM. By contrast, our method achieves visually reasonable results for these images with different protocols. We then further calculate the Dice ratios of different methods by comparing to the manual segmentation results shown in Fig. 20, which again demonstrates that our method achieves the highest accuracy. The robustness of our method on images acquired with different protocols may come from following aspects: First, our method works on image patches, where similar local patterns can be captured although the whole images may have large contrast differences. Second, all the patches are normalized to have the unit L2-norm to alleviate the intensity scale problem (Cheng et al., 2009; Wright et al., 2010). Third, the testing patch is well represented by the over-complete patch dictionary with the sparsity constraint. The derived sparse coefficients are utilized to (1) measure the patch

![Fig. 19. Segmentation results of different methods on images acquired on different scanners and protocols, which demonstrate the robustness and wide applicability of our method. The imaging parameters for the images from top to bottom are listed in sequence #2, sequence #3, and sequence #4 of Table 1, respectively.](image-url)
similarity, instead of directly using the intensity difference similarity as used SSD in the CPM (Coupé et al., 2011), and (2) estimate a subject-specific atlas, instead of a population-based atlas as used in CLS (Wang et al., 2011).

Computational time

The average total computational time is around 120 min for the segmentation of a $256 \times 256 \times 198$ image with a spatial resolution of $1 \times 1 \times 1$ mm$^3$ on our Linux server with 8 CPUs and 16 G memory. In this computational time, on average, it takes around 30 min to derive the subject-specific atlas and 50 min to enforce the spatial consistency and derive the final level set segmentation. The rest of the time is consumed by preprocessing and linearly aligning the library template images onto the to-be-segmented testing subject. Overall, the proposed method is able to achieve satisfactory segmentation results within a reasonable computational time.

Discussion and conclusion

In our previous method (Wang et al., 2013), we proposed to segment neonatal images by utilizing the additional knowledge from their specific follow-up images. The Dice ratios for WM and GM of this method are $0.94 \pm 0.01$ and $0.92 \pm 0.01$, respectively. However, this method requires the availability of follow-up scans and thus limits its usage. Given that many neonatal subjects do not have longitudinal follow-up scans or cannot wait for such a long time for image processing, the proposed method is standalone on the neonatal images and achieves quite competing results with Dice ratios $0.92 \pm 0.01$ (WM) and $0.90 \pm 0.01$ (GM) in the cortical regions.

It is well known that manual segmentation is a difficult, tedious, and very time consuming task. Due to the extremely low tissue contrast, it becomes much more difficult to perform the manual segmentation in the subcortical region, even for an experienced expert. Therefore, in all our evaluations, we only focus on comparing the segmentations in the cortical regions with the manual segmentations by excluding the subcortical region. Although the segmentation in the subcortical regions are not quantitatively evaluated, the proposed method achieves visually reasonable segmentation results.

In neonates, the myelinated WM is mainly located in the subcortical regions. However, in our current work, we segment a brain image into general GM, WM, and CSF, in which WM contains both myelinated and unmyelinated WM. In our future work, we will separate myelinated WM from unmyelinated WM by considering multi-modality information (Gui et al., 2012).

In summary, we have proposed a novel patch-driven level sets method for neonatal brain MR image segmentation. A subject-specific atlas was first built from the template library. The spatial consistency in the probability maps from the subject-specific atlas was then enforced by considering the similarities of a patch with its neighboring
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**Fig. 20.** Dice ratios of three different segmentation methods on the images acquired with different protocols.
patches. The final segmentation was derived by the integration of the subject-specific atlas into a level set segmentation framework. The proposed method has been extensively evaluated on 20 training subjects using leave-one-out cross-validation, and also on 8 additional testing subjects with ground truth and 94 subjects without ground truth, showing very promising results compared with state-of-the-art methods. Further evaluation of our method showed robustness and applicability in the segmentation of images acquired from different scanners using different acquisition protocols and parameters.
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Appendix A

\[ \mathcal{E}_{\text{LGD}}(c) = - \sum_j \sum_{x \in \Omega} \log f_j(x) = - \sum_j \sum_{x \in \Omega} \log f_j(x) \]

\[ = - \sum_j \sum_{x \in \Omega} \log f_j(x) \]

\[ = - \sum_j \sum_{x \in \Omega} \log f_j(x) \]

\[ \leq \sum_j \sum_{x \in \Omega} \log \left( f_j(x) \right) = \sum_j \sum_{x \in \Omega} \log \left( f_j(x) \right) \]

Appendix B

Based on Appendix A, we can derive,

\[ - \sum_j \sum_{x \in \Omega} \log \left( \frac{\alpha_j}{N(\mathcal{X})} \right) \]

\[ \leq - \sum_j \sum_{x \in \Omega} \log \left( \frac{\alpha_j}{N(\mathcal{X})} \right) \]

\[ \leq - \sum_j \sum_{x \in \Omega} \log \left( \frac{\alpha_j}{N(\mathcal{X})} \right) \]

where \( Z = \sum_{x \in \Omega} \alpha_j x \). Therefore, we can minimize the right part energy functional, denoted by \( \mathcal{E}_{\text{Patch-LGD-Prior}}(\mathcal{E}) \), in order to minimize the left one. For convenience of computation, we further replace \( N(\mathcal{X}) \) by a truncated Gaussian kernel \( K_\nu \) with the scale \( \sigma \) to control the size of the neighborhood (Li et al., 2007, 2008). Finally, we derive the following energy functional,

\[ \mathcal{E}(\mathcal{E}) = \mathcal{E}_{\text{Patch-LGD-Prior}}(\mathcal{E}) + \beta \left( E_{\text{phi}} + E_{\text{phi}} \right) + \nu R(\mathcal{E}). \]

By calculus of variations, minimization of the energy functional in Eq. (14) with respect to \( \phi_1, \phi_2 \) and \( \phi_3 \) is achieved by solving the gradient descent flow equations as follows,

\[ \frac{\partial \phi_1}{\partial t} = - \delta \phi_1 \left( \right) \]

\[ + \beta \left( \right) \]

\[ - \delta \phi_2 \left( \right) \]

\[ - \delta \phi_3 \left( \right) \]
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