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Abstract

This research considers the problem of efficiently estimating a parameter of interest when the model is complicated by a vector of nuisance parameters. If the model is nonadaptive we must often resort to full information estimation to gain an efficient estimator for the parameter of interest. In certain cases full information estimation can be computationally intensive and lead to poor finite sample properties, Fan, Pastorello and Renault (2012) [9]. To avoid such complications Fan, Pastorello and Renault (2012) [9] (FPR hereafter) derive algorithms, known as maximization by parts (MBP), which yield iterative estimators for the parameter of interest that converge to the full information estimates as the number of iterations goes to infinity. However, these iterative estimators are only applicable when a set of technical conditions are satisfied.

As an alternative to the MBP algorithms we derive consistent and efficient sequential extremum estimators for the parameter of interest. Unlike MBP these sequential estimators only rely on a standard set of regularity conditions, which are common across extremum estimators. To compare the computational cost of the sequential and iterative estimators we derive Newton-Raphson (NR) updating rules for the sequential estimators and compare these to the known NR updating rules for the iterative estimators. We show that within the specific case of separable log-likelihood functions the sequential estimators are strictly preferable as they achieve consistency and efficiency in two steps whereas the iterative estimators are only consistent after two steps. We demonstrate the applicability of this method by applying the sequential estimators to the stochastic volatility model of Taylor (1994) [26] and the affine term structure models of Dai and Singleton (2000) [7].

Applying the sequential estimation methodology to the generalized method of moments (GMM) leads to a dual representation of the sequential GMM estimator as a minimum chi-squared estimator. Thus, if we use GMM as a unifying estimation framework the sequential estimators have a dual representation as minimum chi-squared estimators.
1 Introduction and Literature Review

The goal of this analysis is to derive a unified framework for sequential estimation of the parameter of interest within nonadaptive models. Many economic models are characterized by the issue of nonadaptivity. Perhaps the best known example of a nonadaptive model comes from simple linear regression with two regressors.

\[ y_t = X_t \beta_0 + \epsilon \]
\[ X_t = (X_{1t}, X_{2t}) \]
\[ \beta_0 = (\theta_0, \nu_0)' \]
\[ E[y_t - X_{1t}\theta_0 - X_{2t}\nu_0 | X_{1t}, X_{2t}] = 0 \]

with \(X_{1t}, X_{2t}\) and \(\theta_0, \nu_0\) all scalars. Furthermore, assume \(\theta_0\) is the parameter of interest and \(\nu_0\) is a nuisance parameter. In this case we may estimation \(\theta_0\) by least squares. The sample objective function is given by

\[ Q_T[\theta, \nu] = \frac{1}{T} \sum_{t=1}^{T} (y_t - X_{1t}\theta - X_{2t}\nu)^2. \]

If we are to base the estimator of \(\theta_0\) on the first order conditions of \(Q_T[\theta, \nu]\), the resulting estimator would depend on the nuisance parameter \(\nu\). This is the general issue of nonadaptivity.

However, in this instance the Frisch Waugh theorem delivers a means of dealing with this dependence. Using the Frisch Waugh theorem we can derive an equation for \(\nu\) that can be used within the calculation of our estimator for \(\theta_0\). This equation is given by,

\[ \nu(\theta) = \left( \frac{1}{T} \sum_{t=1}^{T} X_{2t}X_{2t}' \right)^{-1} \left( \frac{1}{T} \sum_{t=1}^{T} y_t - X_{1t}\theta \right). \]

Our objective function now becomes,

\[ Q_T[\theta, \nu(\theta)] = \frac{1}{T} \sum_{t=1}^{T} (y_t - X_{1t}\theta - X_{2t}\nu(\theta))^2. \]

Maximizing \(Q_T[\theta, \nu(\theta)]\) with respect to \(\theta\) leads to a simple closed form solution and an estimator of \(\theta_0\) which is efficient and consistent.

Unfortunately, linear regression is too restrictive to be useful in many economic settings. In many economic models gaining estimators for the parameter of interest requires the optimization of a sample criterion function.

Many different types of estimators are defined as the solution of an optimization problem based on sample objective function \(Q_T[\theta, \nu]\). Such estimators are generally referred
to as extremum estimators. The objective function, \( Q_T[\theta, \nu] \), is dependent on the \( p \) dimensional parameter of interest \( \theta \) and a \( r - p \) dimensional nuisance parameter \( \nu \). In certain cases, such as structural nonadaptive models (see Pastorello, Patilea and Renault (2003) (PPR hereafter)\cite{22}) we can characterize the parameter vector \( \nu \) as a known function of the parameters \( \theta \). Just as in the linear regression case we denote this function as \( \nu(\theta) \). The sample objective function can then be stated generally as \( Q_T[\theta, \nu(\theta)] \). Objective functions with this structure arise in many examples within economics and finance\cite{2}, leading examples come from empirical estimation of asset pricing models.

If we use the relationship \( \nu(\theta) \) within estimation the parameter of interest becomes a \( p \)-dimensional unknown parameter, \( \theta_0 \in \Theta \subset \mathbb{R}^p \), where \( \theta_0 \) is the argument maximizer of the corresponding population objective function. The extremum estimator of \( \theta_0 \), denoted \( \hat{\theta}_T \), is defined as:

\[
\hat{\theta}_T = \arg \max_{\theta \in \Theta} Q_T[\theta, \nu(\theta)]
\] (1.1)

for some known function \( \nu(\theta) \) and a given criterion function

\[
Q_T[\theta, \nu(\theta)] = Q_T[\theta, \nu, (X_t)_{1 \leq t \leq T}],
\]

associated with observations \((X_t)_{1 \leq t \leq T}\).

Often the objective function is numerically cumbersome to maximize with respect to the second occurrence of \( \theta \) or this occurrence can be the source of some singularity within the objective function, Fan, Pastorello and Renault (2012) (FPR hereafter)\cite{9}. In this case obtaining consistent and efficient parameter estimates by solving (1.1) may be difficult, if not impossible\footnote{Such cases can be encountered within the affine term structure models of Dai and Singleton (2000)}.

In general this extremum estimator satisfies the following first order conditions

\[
\begin{bmatrix}
\frac{\partial Q_T[\theta, \nu(\theta)]}{\partial \theta'} + \frac{\partial \nu(\theta)'}{\partial \theta} \frac{\partial Q_T[\theta, \nu(\theta)]}{\partial \nu'}
\end{bmatrix} = 0.
\] (1.2)

Solving the first order conditions with conventional Gauss-Newton type algorithms can be computationally cumbersome due to the second term within equation (1.2). Recently, methods have been devised to avoid maximization with respect to the second occurrence of \( \theta \).

### 1.1 Potential Solutions

FPR derive iterative algorithms, collectively referred to as maximization by parts (MBP), for extremum estimators by solving different version of the first order conditions 1.2. The algorithms of FPR contain as special cases the iterative estimator of PPR and Song, Fan

\footnote{Note that this characterization is always possible given that we may concentrate out the parameters \( \nu \) to achieve such a relationship.}

\footnote{PPR and Following Fan, Pastorello and Renault (2011), the assumption that the function \( \nu(\cdot) \) is known and not dependent on the sample is not restrictive since we can incorporate this dependence into the sample objective function \( Q_T[\theta, \nu(\theta)] \)}
and Kalfebeish(2005)(SFK hereafter)[24]. These estimators avoid directly maximizing the more cumbersome portions of the first order conditions, namely \( \nu(\theta) \), by iteratively solving equation (1.2). This strategy proves useful when there exists singularities within the Hessian matrix or when computationally cumbersome portions of the objective function can be attributed to the parameters \( \nu(\cdot) \).

However, there is no such thing as a free lunch. Even if the iterative estimators begin from an initially consistent starting point, certain technical conditions, known formally as information dominance conditions, must hold for these estimators to be efficient. These conditions require that, under the true data generating process, the portions of the Hessian not used within estimation must be negligible when compared to the portions of the Hessian which are used within estimation. In practice, these conditions are impossible to verify. To date, there is no evidence to show how severely these estimators are affected when the information dominance conditions are not satisfied. While the iterative estimators are computationally attractive the imposition of unverifiable technical assumptions may not be palatable for some researchers.

As an alternative, this research derives efficient and consistent sequential extremum estimators which rely only on a standard set of regularity conditions employed in extremum estimation. These new sequential estimators extend existing sequential estimators in two important directions. First, unlike existing sequential estimators the sequential estimators derived within this research are applicable when the nuisance parameters are related to the parameter of interest through a structural relationship within the underlying economic model and when the nuisance parameters have been “profiled” or “concentrated” out of the objective function, see Amemiya(1985). Secondly, we derive general Newton-Raphson(NR) updating rules for the sequential estimators to gage their computational burden. These NR updating rules can then be employed in the creation of computationally light numerical algorithms which yield estimators that are asymptotically equivalent to the full information estimators. Using these NR updating rules we are able to give a general comparison between the sequential estimators and the iterative estimators of Fan, Pastorello and Renault(2012)[9].

When the objective function is of an additively separable form, we show that, the iterative estimators achieve consistency after two steps. The sequential estimators, on the other hand, will deliver an efficient and consistent estimator in two steps. To achieve efficiency the iterative estimators must iterate a large number of times\(^6\). Lastly, we show that many of the sequential estimators have a dual representation as minimum chi-squared estimators.

\(^4\)In most cases singularities within the objective function will render many Gauss-Newton type maximization algorithms useless.

\(^5\)It will be made more precise later that the iterative estimators are an alternative method for dealing with the presence of nuisance parameters.

\(^6\)Technically they must iterate \( k > T^{\delta} \) times, where \( \delta \) is some positive constant less than one.
1.2 Review of Literature

There is a long standing history of sequential estimators in economics and econometrics\(^7\). The earliest work on sequential estimators, focused on adaptive estimation and comes from Harvey(1976)[11] and Amemiya(1978)[25]. The general article detailing conditions under which adaptive estimation can take place in likelihood settings comes from Pagan(1986)[21]. For GMM and minimum distance estimators Newey and McFadden(1994)[19], chapter 5, detail conditions for adaptive estimation of parameters. Further references for adaptive sequential estimation are detailed within Appendix 8.

This research differs from these earlier works in that, we provide efficient estimates not by deriving conditions under which adaptive estimation can occur but by altering the objective function in such a way as to recover efficiency for the parameter of interest. This approach is non-standard and has received little attention within the general literature on sequential estimation. The main references in this vein of research are Trognon and Gourieroux(1990)(TG hereafter)[27] in an extremum estimator setting, Gourieroux, Monfort and Renault(1996)(GMR hereafter)[10] and Crepon et al.(1997)[6] in a GMM setting. In essence this research takes elements from each of these papers and combines them to derive a general method which is capable of solving not only the specific problems considered within these references but also more general problems. Furthermore, we show that in nonadaptive models the sequential estimators can have better finite sample properties than their full information counterparts\(^8,9\).

The remainder of the paper is organized as follows. Section two derives the efficient sequential estimators and proves the asymptotic properties of these estimators. Section three compares these methods with existing iterative estimators. Within this section we derive Newton-Raphson updating rules for the sequential estimators and employ these rules to compare the computational cost of the sequential and iterative estimators in a general setting. For a more specific comparison we analyze both estimators when the objective function is given by a separable log-likelihood function. Section four shows that we can recast the sequential extremum estimators as minimum chi-squared estimators. Section five contains two applications for the sequential estimators and determines their finite sample behavior in these applications. Lastly, section six concludes. All proofs are relegated to the appendix.

2 Efficient Sequential Estimation

If the objective function is given by \(Q_T[\theta, \nu(\theta)]\), the resulting first order conditions are

\[
\left[ \frac{\partial Q_T[\theta, \nu(\theta)]}{\partial \theta'} + \frac{\partial \nu(\theta)' }{\partial \theta} \frac{\partial Q_T[\theta, \nu(\theta)]}{\partial \nu'} \right] = 0.
\]

\(^7\)Many examples have been included within Appendix 8.

\(^8\)A similar result was found in Hoffman(1991)[13] for adaptive sequential estimation

\(^9\)We concentrate this comparison on small samples since asymptotically the sequential estimators are equivalent to the full information estimators.
Numerically solving these first order conditions can be difficult using standard Gauss-Newton type algorithms. These difficulties are often due to the inclusion of the second term within the first order conditions. Given this fact, we can alleviate the computational difficulties of solving (1.1) by using a preliminary consistent estimator $\tilde{\theta}$ and solving

$$\max_{\theta \in \Theta} Q_T[\theta, \nu(\tilde{\theta})].$$

However, the resulting estimator will be inefficient. To see this fact consider the score of $Q_T[\theta, \nu(\tilde{\theta})]$ with respect to $\theta$,

$$\frac{\partial Q_T(\theta, \nu(\tilde{\theta}))}{\partial \theta} = 0.$$

Clearly any estimator based on these conditions will be inefficient since we no longer use the information contained in the second term within the first order conditions. Even if such a strategy yields a consistent estimator the asymptotic variance will be inflated since we no longer include the terms

$$\lim_{T \to \infty} \left\{ \frac{\partial}{\partial \theta} \left[ \frac{\partial \nu(\theta)}{\partial \theta} \frac{\partial Q_T[\theta, \nu(\theta)]}{\partial \nu'} \right] \right\} |_{\theta = \theta_0},$$

within the Hessian matrix.

An additional complication of implementing such a strategy arises from the fact that the sampling distribution of the second stage estimator

$$\hat{\theta}_T = \arg \max_{\theta} Q_T[\theta, \nu(\tilde{\theta})]$$

is dependent on the sampling distribution of $\tilde{\theta}_T$. If we wish to derive a consistent and efficient sequential estimator we must find a way to regain the information lost in the Hessian matrix, given by equation 2.1, and alleviate the dependence on the initial estimator $\tilde{\theta}_T$.

To circumvent these problems, PPR, SFK and FPR derive algorithms which iterate on various portions of the first order conditions (1.2). Under technical conditions, these algorithms yield an efficient estimator as the number of iterations goes to infinity. Instead of resorting to iterative estimators, we devise an efficient sequential estimation method to solve this problem.

To motivate our efficient sequential estimation method we ask the question: can $Q_T[\theta, \nu(\tilde{\theta})]$ be modified so that we receive an estimator of $\theta$ which is as efficient as $\hat{\theta}_T$ and which is less computationally taxing to derive? To answer this question in the affirmative the sequential estimator must alleviate the two issues mentioned previously. To see how this is possible, consider the second order expansion of the objective function with respect to the second

\[\text{This fact comes from the nonadaptivity of the model.}\]

\[\text{These issues were the loss of terms within the Hessian matrix and the dependence on the sampling distribution of the initial estimator.}\]
occurrence of $\theta$ evaluated at the point $\tilde{\theta}_T$:

$$Q_T[\theta, \nu(\theta)] \simeq Q_T[\theta, \nu(\tilde{\theta}_T)] + (\theta - \tilde{\theta}_T)' \frac{\partial Q_T[\theta, \nu(\tilde{\theta}_T)]}{\partial \nu'} \frac{\partial \nu(\tilde{\theta}_T)'}{\partial \theta} +$$

$$\frac{1}{2} (\theta - \tilde{\theta}_T)' \left[ \sum_{i=1}^{dim(\nu)} \frac{\partial Q[\theta, \nu(\tilde{\theta}_T)]}{\partial \nu_i} \frac{\partial^2 \nu_i(\tilde{\theta}_T)}{\partial \theta \partial \theta'} + \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta} \frac{\partial^2 Q_T[\theta, \nu(\tilde{\theta}_T)]}{\partial \nu' \partial \theta'} \right] (\theta - \tilde{\theta}_T)$$

Using this expression as a basis for our objective function will allow us to regain the portions of the Hessian matrix that were lost by implementing the sequential estimation procedure. However, we cannot determine simply by looking at this expression if this objective function will lead to an estimator which is not dependent on the sampling distribution of $\tilde{\theta}_T$.

The result below shows that maximizing a form of the above expansion with respect to $\theta$ will allow the sampling distribution for the resulting estimator to be independent of the preliminary estimator $\tilde{\theta}_T$. To state this result define,

$$\Phi_T[\theta, \nu(\tilde{\theta}_T)] = Q_T[\theta, \nu(\tilde{\theta}_T)] + (\theta - \tilde{\theta}_T)' \frac{\partial Q_T[\theta, \nu(\tilde{\theta}_T)]}{\partial \nu'} \frac{\partial \nu(\tilde{\theta}_T)'}{\partial \theta} - \frac{1}{2} (\theta - \tilde{\theta}_T)' T B_T(\theta)(\theta - \tilde{\theta}_T)$$

(2.2)

where

$$\lim_{T \to \infty} \left[ B_T(\theta_0) + \frac{1}{T} \left( \sum_{i=1}^{dim(\nu)} \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu_i} \frac{\partial^2 \nu_i(\theta_0)}{\partial \theta \partial \theta'} + \frac{\partial \nu(\theta_0)}{\partial \theta} \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu' \partial \theta'} \right) \right] = 0.$$

With these definitions we can state the following result:

**Theorem 1.** Under normal regularity conditions for extremum estimators, if $\sqrt{T}(\tilde{\theta}_T - \theta_0) \to N(0, S)$ and if $\Phi_T[\theta, \nu(\tilde{\theta}_T)]$ is given by (2.2), then

$$\hat{\theta}_T = \arg \max_\theta Q_T[\theta, \nu(\theta)]$$

and

$$\hat{\theta}_T^* = \arg \max_\theta \Phi_T[\theta, \nu(\tilde{\theta}_T)]$$

are asymptotically equivalent. That is $\sqrt{T}(\hat{\theta}_T^* - \hat{\theta}_T) = o_p(1)$

It is important to note that under our assumptions $B_T(\hat{\theta}_T)$ is a consistent estimator for

$$\lim_{T \to \infty} \frac{1}{T} \left( \sum_{i=1}^{dim(\nu)} \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu_i} \frac{\partial^2 \nu_i(\theta_0)}{\partial \theta \partial \theta'} + \frac{\partial \nu(\theta_0)}{\partial \theta} \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu' \partial \theta'} \right).$$

With this fact $B_T(\theta)$ can be replaced by $B_T(\tilde{\theta}_T)$ in the previous result.

This demonstrates that we can gain simple efficient sequential estimators by altering the objective function in a specific way. A second important point is that the sequential estimator only relies on the standard assumptions used in extremum estimation.
3 Comparison With Existing Methods: Maximization by Parts (MBP)

To gain efficient and consistent estimators the MBP algorithms exploit a set of technical conditions, known collectively as information dominance conditions. Only when the information dominance conditions are satisfied\(^{12}\) and after a large number of iterations will the iterative estimators be consistent and efficient. Later in this section, within the confines of a specific example, we will give a detailed description of these information dominance conditions. For a general discussion of information dominance conditions the reader is referred to SFK and FPR.

The next section conducts a general comparison between the sequential and iterative estimators. To facilitate such a comparison we state NR updating rules for each estimator. These updating rules yield equivalent estimators for each method, while ensuring that the estimators have a common structure. As a specific example we compare the sequential and iterative estimators when the objective function is of an additively separable form. In this case we can conclude that the sequential estimator should be strictly preferable to the iterative estimators on the grounds of computation and assumptions.

3.1 General Comparison

Since both methods achieve efficiency, the main difference between the two methods should be one of computation and assumptions. Besides the standard assumptions for extremum estimators the iterative estimators require auxiliary technical assumptions that may be impossible to verify in practice. We will detail these assumptions in the specific case of a separable objective function in the next subsection.

The computational issues are compared by analyzing the NR updating rules for the iterative and sequential estimators. To give a general comparison of these estimators we detail the first two MBP algorithms.

Define the score equation \( \frac{\partial L_T}{\partial \theta}(\theta, \nu(\theta)) \) as,

\[
\frac{\partial L_T}{\partial \theta}(\theta, \nu(\theta)) = \frac{\partial Q_T}{\partial \theta}(\theta, \nu(\theta)) + \frac{\partial \nu}{\partial \theta}' \frac{\partial Q_T}{\partial \nu}'(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(k-1)}))
\]

Algorithm I

Step 1: We start the algorithm from an initially consistent estimator denoted as \( \hat{\theta}^{(0)} \)

Step k: Let \( \hat{\theta}^k \) solve \( (k = 1, 2, 3...) \):

\[
\frac{\partial Q_T}{\partial \theta}'(\theta, \nu(\hat{\theta}^{(k-1)})) = - \frac{\partial \nu}{\partial \theta}' \frac{\partial Q_T}{\partial \nu}'(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(k-1)}))
\]

\(^{12}\) These conditions must be satisfied at the true parameter value and hence the econometrician is uncertain if and when these conditions are ever truly satisfied.
Define
\[ \Sigma_T(\hat{\theta}^{(k-1)}) = \frac{\partial^2 Q_T(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(k-1)}))}{\partial \theta \partial \theta'} \].

We then have the alternative NR updating rule,

**Step k’**: Let \( \hat{\theta}^k \) solve \( (k = 1, 2, 3, \ldots) \):

\[ \hat{\theta}^{(k)} = \hat{\theta}^{(k-1)} - \left[ \Sigma_T(\hat{\theta}^{(k-1)}) \right]^{-1} \left[ \frac{\partial L_T(\hat{\theta}^{(k-1)})}{\partial \theta} \right]. \quad (3.2) \]

**Algorithm II**

**Step 1**: We start the algorithm from an initially consistent estimator denoted as \( \hat{\theta}^{(0)} \)

**Step k**: Let \( \hat{\theta}^k \) solve \( (k = 1, 2, 3, \ldots) \):

\[ \frac{\partial Q_T(\theta, \nu(\hat{\theta}^{(k-1)}))}{\partial \theta} = -\frac{\partial \nu(\hat{\theta}^{(k-1)})}{\partial \theta} \frac{\partial Q_T(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(k-1)}))}{\partial \nu}. \quad (3.3) \]

Let
\[ H_T(\hat{\theta}^{(k-1)}) = \frac{\partial^2 Q_T(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(k-1)}))}{\partial \theta \partial \nu'}. \]

We then have the alternative NR updating rule,

**Step k’**: Let \( \hat{\theta}^k \) solve \( (k = 1, 2, 3, \ldots) \):

\[ \hat{\theta}^{(k)} = \hat{\theta}^{(k-1)} - \left[ \Sigma_T(\hat{\theta}^{(k-1)}) + H_T(\hat{\theta}^{(k-1)}) \right]^{-1} \left[ \frac{\partial L_T(\hat{\theta}^{(k-1)})}{\partial \theta} \right]. \quad (3.4) \]

It is simple to see that the only difference between the two algorithms is the number of free parameters that must be updated at each step.

To facilitate a comparison between the iterative and sequential estimators, we can state a NR updating rule for the sequential estimator. To this end, define:

\[ \frac{\partial \bar{L}_T(\theta, \nu(\hat{\theta}^{(0)}))}{\partial \theta} = \frac{\partial L_T(\theta, \nu(\hat{\theta}^{(0)}))}{\partial \theta} + \frac{\partial \nu(\hat{\theta}^{(0)})}{\partial \theta} \frac{\partial^2 Q_T(\hat{\theta}^{(0)}, \nu(\hat{\theta}^{(0)}))}{\partial \nu \partial \theta'}(\theta - \hat{\theta}^{(0)}) - T \hat{B}_T(\theta - \hat{\theta}^{(0)}). \quad (3.5) \]

The NR updating rule for the sequential estimator is then given by,

**NR: Sequential Estimator**

\[ \hat{\theta}^{(k)} = \hat{\theta}^{(k-1)} - \left[ D^2 Q_T(\hat{\theta}^{(0)}, \nu(\hat{\theta}^{(0)})) \right]^{-1} \frac{\partial \bar{L}_T(\hat{\theta}^{(k-1)}, \nu(\hat{\theta}^{(0)}))}{\partial \theta}. \quad (3.6) \]

where \( D^2 Q_T \) represents the full Hessian matrix.
We see that updating rule (3.6) makes use of the entire Hessian matrix whereas the iterative estimator only requires updating portions of the Hessian matrix\(^\text{13}\). While the updating rule for the sequential estimator does evaluate the entire Hessian matrix, the evaluation of the Hessian must only be done once.

It is also important to note that while the sequential estimator may seem more intensive to update, given the extra two terms in equation 3.5, in actuality it is not much more difficult to update than the iterative estimators. This fact can be seen by noting that the additional terms in equation 3.5 are both the same linear function (up to a constant) and therefore we are only required to evaluate one additional linear function.

### 3.2 Separable Likelihood Functions

We now compare both estimators when the objective function \(Q_T[\theta, \nu(\theta)]\) is an additively separable log-likelihood function:

\[
Q_T[\theta, \nu(\theta)] = Q_{1T}(\theta_1) + Q_{2T}(\nu(\theta_1), \theta_2),
\]

\(\theta = (\theta'_1, \theta'_2)'\). In this context the iterative and sequential estimators have a simplified representation. These simplified representations will allow us to analyze the inefficiencies of the iterative estimators, and at the same time illuminate why the sequential estimators achieve efficiency.

#### 3.2.1 Sequential Estimators

When the objective function takes the form of equation 3.7 the full information first order conditions are given by:

\[
\frac{\partial Q_{1T}(\theta_1)}{\partial \theta_1} + \frac{\partial \nu(\theta_1)'}{\partial \theta_1} \frac{\partial Q_{2T}(\nu(\theta_1), \theta_2)}{\partial \nu} = 0
\]

\[
\frac{\partial Q_{2T}(\nu(\theta_1), \theta_2)}{\partial \theta_2} = 0.
\]

(3.8) \hspace{1cm} (3.9)

Within the context of separable likelihood functions it is often assumed that the equations

\[
\frac{\partial Q_{1T}(\theta_1)}{\partial \theta_1} = 0
\]

\[
\frac{\partial Q_T(\nu(\theta_1), \theta_2)}{\partial \theta_2} = 0
\]

yield a consistent estimator for \(\theta_0 = (\theta'_1, \theta'_2)'\). We can then define the following consistent estimators

\[
\tilde{\theta}_{1T} = \arg \max_{\theta_1} Q_{1T}(\theta_1)
\]

\[
\tilde{\theta}_{2T} = \arg \max_{\theta_2} Q_{2T}(\nu(\tilde{\theta}_{1T}), \theta_2).
\]

\(\text{13}\)The decreased computational burden of the iterative estimators comes from the fact that the entire Hessian matrix is not updated within each iteration.
When this assumption is true we may view the second set of equations in 3.8 as additional moment conditions which are used to gain efficiency. In this sense, equations 3.8 simply details the optimal way of combining these moment conditions. The sequential estimator can then be thought of as combining the efficient moment conditions in a computationally light way.

We now state an algorithm for deriving the sequential estimator when the objective function is a separable log-likelihood. Define,

\[
\hat{B}_T = \frac{\partial^2 Q_{1T}(\tilde{\theta}_1T)}{\partial \theta_1 \partial \theta_1'} + \frac{\partial \nu(\tilde{\theta}_1T)}{\partial \theta_1} \frac{\partial^2 Q_{2T}(\nu(\tilde{\theta}_1T), \tilde{\theta}_2T) \partial \nu(\tilde{\theta}_1T)'}{\partial \theta_1} + \sum_{i=1}^{\text{dim}(\nu)} \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \tilde{\theta}_2T) \partial^2 \nu_i(\tilde{\theta}_1T)}{\partial \theta_1 \partial \theta_1'} \quad (3.12)
\]

\[
\Pi(\tilde{\theta}_1T, \theta_2) = Q_{2T}(\nu(\tilde{\theta}_1T), \theta_2) - \frac{1}{2} \left[ \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \theta_2) \partial \nu(\tilde{\theta}_1T)}{\partial \theta_1} \right] \hat{B}_T^{-1} \left[ \frac{\partial \nu(\tilde{\theta}_1T)'}{\partial \theta_1} \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \theta_2)}{\partial \nu} \right] \quad (3.13)
\]

**Sequential Algorithm**

**Step 1:** Compute \(\tilde{\theta}_1T\) and \(\tilde{\theta}_2T\) from equations 3.10, 3.11.

**Step 2:** Compute \(\theta^*_1T, \theta^*_2T\) from the following equations

\[
\theta^*_2T = \arg \max_{\theta_2} \Pi(\tilde{\theta}_1T, \theta_2) \quad (3.14)
\]

\[
\theta^*_1T = \tilde{\theta}_1T - \hat{B}_T^{-1} \left[ \frac{\partial Q_{1T}(\tilde{\theta}_1T)}{\partial \theta_1} + \frac{\partial \nu(\tilde{\theta}_1T)'}{\partial \theta_1} \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \theta^*_2T)}{\partial \nu} \right] \quad (3.15)
\]

where \(\hat{B}_T\) and \(\Pi(\tilde{\theta}_1T, \theta_2)\) were defined in equations 3.12 and 3.13 respectively.

The estimator defined by equation 3.14, and thus the entire vector \(\theta^*_T\), can be stated using a NR updating rule. We can then easily compare these updating rules with the NR rules for iterative estimators given in the next section.

Define,

\[
\psi_{11}(\tilde{\theta}_T) = \hat{B}_T \quad \psi_{12}(\tilde{\theta}_T) = \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \theta_2) \partial \nu(\tilde{\theta}_1T)}{\partial \theta_1} \\
\psi_{21}(\tilde{\theta}_T) = \psi_{12}(\tilde{\theta}_T) \quad \psi_{22}(\tilde{\theta}_T) = \frac{\partial Q_{2T}(\nu(\tilde{\theta}_1T), \theta^*_2T)}{\partial \theta_2} \\
\psi_T = \begin{pmatrix} \psi_{11}(\tilde{\theta}_T) & \psi_{12}(\tilde{\theta}_T) \\ \psi_{21}(\tilde{\theta}_T) & \psi_{22}(\tilde{\theta}_T) \end{pmatrix} \quad \begin{pmatrix} \hat{\theta}_1T \\ \hat{\theta}_2T \end{pmatrix} = \begin{pmatrix} \tilde{\theta}_1T \\ \tilde{\theta}_2T \end{pmatrix}.
\]
The NR updating rule for the sequential estimator \( \theta^*_T \) is given by

\[
\theta^*_{1T} = \hat{\theta}_{1T} - \psi^{-1}_{11}(\hat{\theta}_{1T}) \left[ \frac{\partial Q_{1T}(\hat{\theta}_{1T})}{\partial \theta_1} + \frac{\partial \nu(\hat{\theta}_{1T})}{\partial \theta_1} \cdot \frac{\partial Q_{2T}(\nu(\hat{\theta}_{1T}), \hat{\theta}_{2T})}{\partial \nu} \right] \tag{3.16}
\]

\[
\theta^*_{2T} = \hat{\theta}_{2T} - \left[ \psi_{22}(\hat{\theta}_{1T}) - \psi_{21}(\hat{\theta}_{1T}) \psi^{-1}_{11}(\hat{\theta}_{1T}) \psi_{12}(\hat{\theta}_{1T}) \right]^{-1} \frac{\partial Q_{2T}(\nu(\hat{\theta}_{1T}), \hat{\theta}_{2T})}{\partial \theta_2} \tag{3.17}
\]

### 3.2.2 Iterative Estimators

SFK provide examples where \( Q_{2T}(\nu(\theta_1), \theta_2) \) may be difficult to optimize. As an alternative to optimizing this piece of the objective function SFK propose the maximization by parts (MBP) algorithm. In the case of separable objective functions the algorithms of FPR all collapse down to the algorithm of SFK.

Starting from the initially consistent estimates \( \tilde{\theta}_{1T}, \tilde{\theta}_{2T} \) the MBP algorithms iteratively solve equations 3.8 and 3.9. The \( k^{th} \) step of the algorithm solves:

\[
\frac{\partial Q_{1T}(\theta_1)}{\partial \theta_1} + \frac{\partial \nu(\hat{\theta}_1^{(k-1)})}{\partial \theta_1} \cdot \frac{\partial Q_{2T}(\nu(\hat{\theta}_1^{(k-1)}), \hat{\theta}_2^{(k-1)})}{\partial \nu} = 0 \tag{3.18}
\]

\[
\frac{\partial Q_{2T}(\nu(\hat{\theta}_1^{(k-1)}), \theta_2)}{\partial \theta_2} = 0. \tag{3.19}
\]

SFK showed that, under an information dominance condition, the MBP algorithm will yield the full MLE upon convergence. To detail this condition define

\[
\Sigma = \lim_{T \to \infty} \begin{pmatrix} -\frac{\partial^2 Q_{1T}(\theta_1, \theta_2)}{\partial \theta_1 \partial \theta_1} & 0 \\ 0 & -\frac{\partial^2 Q_{2T}(\nu(\theta_1), \theta_2)}{\partial \theta_2 \partial \theta_2} \end{pmatrix}, \quad P = \lim_{T \to \infty} \begin{pmatrix} \psi_{11}(\theta_0) - \frac{\partial^2 Q_{1T}(\theta_0)}{\partial \theta_1 \partial \theta_1}(\theta_0) & \psi_{12}(\theta_0) \\ \psi_{21}(\theta_0) & 0 \end{pmatrix}
\]

\[
\Gamma = \Sigma^{-1}P
\]

SFK show that the information dominance condition is given by \( \|\Gamma\| < 1 \), which will be satisfied if \( \Gamma^k \to 0 \) as \( k \to \infty \).

Lia and Qaquish (2005) in their comments on SFK suggested implementing a Newton-Raphson version of equations 3.18 and 3.19. These Newton-Raphson updating steps are given by

\[
\hat{\theta}_1^{(k)} = \hat{\theta}_1^{(k-1)} - \left[ \frac{\partial^2 Q_{1T}(\hat{\theta}_1^{(k-1)})}{\partial \theta_1 \partial \theta_1} \right]^{-1} \left[ \frac{\partial Q_{1T}(\hat{\theta}_1^{(k-1)})}{\partial \theta_1} + \frac{\partial \nu(\hat{\theta}_1^{(k-1)})}{\partial \theta_1} \cdot \frac{\partial Q_{2T}(\nu(\hat{\theta}_1^{(k-1)}), \hat{\theta}_2^{(k-1)})}{\partial \nu} \right] \tag{3.20}
\]

\[
\hat{\theta}_2^{(k)} = \hat{\theta}_2^{(k-1)} - \left[ \frac{\partial^2 Q_{2T}(\nu(\hat{\theta}_1^{(k-1)}), \hat{\theta}_2^{(k-1)})}{\partial \theta_2 \partial \theta_2} \right]^{-1} \frac{\partial Q_{2T}(\nu(\hat{\theta}_1^{(k-1)}), \hat{\theta}_2^{(k-1)})}{\partial \theta_2} \tag{3.21}
\]
To allow for a simple comparison with equations 3.16 and 3.17 we use the earlier stated notation (the \( \psi_s \)) and re-write the Newton-Raphson updating steps 3.20 and 3.21 as

\[
\hat{\theta}_1^{(k)} = \hat{\theta}_1^{(k-1)} - \left[ \frac{\partial^2 Q_{1T}(\hat{\theta}_{1T})}{\partial \theta_1 \partial \theta_1'} \right]^{-1} \left[ \frac{\partial Q_{1T}(\hat{\theta}_{1T}^{(k-1)})}{\partial \theta_1} + \frac{\partial \nu(\hat{\theta}_{1T}^{(k-1)})}{\partial \theta_1} \frac{\partial Q_{2T}(\nu(\hat{\theta}_{1T}^{(k-1)}), \hat{\theta}_{2T}^{(k-1)})}{\partial \nu} \right]
\] (3.22)

\[
\hat{\theta}_2^{(k)} = \hat{\theta}_2^{(k-1)} - \left[ \psi_{22}(\hat{\theta}_{T}) \right]^{-1} \frac{\partial Q_{2T}(\nu(\hat{\theta}_{1T}^{(k-1)}), \hat{\theta}_{2T}^{(k-1)})}{\partial \theta_2}
\] (3.23)

Comparing equations 3.16, 3.17 and 3.22, 3.23 it is clear that both estimators will deliver a consistent estimator in the same number of steps. However, comparing the NR updating rules it is simple to see that the sequential estimator is also efficient after the second step. The MBP algorithm on the other hand only gains efficiency as the number of iterations goes to infinity. Furthermore, efficiency is only guaranteed so long as \( ||\Gamma|| < 1 \).

4 Sequential Estimators and Minimum Chi-squared Estimators

It is well documented that many types of extremum estimators fit within a GMM estimation framework, examples include; maximum likelihood, euclidean empirical likelihood and non-linear least squares\(^{14}\). This section shows that applying Theorem 1 to the case of GMM estimators allows us to recast the sequential GMM estimator as a minimum chi-squared estimator. Given that most extremum estimators can be represented as GMM estimators we can conclude that most sequential extremum estimators have a dual representation as minimum chi-squared estimators. To discuss how this dual representation is possible we first discuss the sequential GMM estimator.

Let \( \theta_0 \) and \( \nu(\theta_0) \) satisfy the assumptions given in the general setup. Assume we have observable moment conditions satisfying

\[
E(\phi(X_t, \theta, \nu(\theta))) = 0 \iff \theta = \theta_0.
\]

The expectation is taken with respect to the true distribution of \((X_t)_{1 \leq t \leq T}\). For a given weighting matrix \( W_T \) define the GMM objective function \( Q_T[\theta, \nu(\theta)] \) as,

\[
Q_T[\theta, \nu(\theta)] = -\Phi_T(\theta, \nu(\theta))^T W_T \Phi_T(\theta, \nu(\theta))
\]

where \( \Phi_T(\theta, \nu(\theta)) = T^{-1} \sum_{i=1}^{T} \phi(X_i, \theta, \nu(\theta)) \). The first order conditions of this estimator are given by

\[
\left[ \frac{\partial^2 (\Phi_T(\theta, \nu(\theta)), \nu(\theta))}{\partial \theta' \partial \nu'} + \frac{\partial (\Phi_T(\theta, \nu(\theta)), \nu(\theta))}{\partial \theta \partial \nu} \right]' W_T \Phi_T(\theta, \nu(\theta)) = 0.
\] (4.1)

\(^{14}\)In many ways the same analysis devised here for extremum estimators could have in fact be carried out using minimum distance estimators.
The first order conditions for the GMM estimator are complicated by the second term within (4.1). FPR document cases where the inclusion of the second term within equation 4.1 can lead to computational complexities. Given the potential for computational complexities, and possibly poor finite sample properties, we can employ the sequential extremum estimation strategy to derive a consistent and efficient estimator which is not complicated by the second term within equation (4.1).

Assume we possess an initially consistent estimator \( \tilde{\theta}_T \). To derive the sequential GMM estimator, define the altered estimating equations:

\[
\tilde{\phi}_T(\theta, \nu(\tilde{\theta}_T)) = \frac{1}{T} \sum_{i=1}^{T} \phi(X_i, \theta, \nu(\tilde{\theta}_T)) - \frac{1}{T} \sum_{i=1}^{T} \frac{\partial \phi(X_i, \tilde{\theta}_T, \nu(\tilde{\theta}_T))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta} (\tilde{\theta}_T - \theta). \tag{4.2}
\]

The objective function for the sequential estimator is then given by

\[
\Phi_T[\theta, \nu(\tilde{\theta}_T)] = -\tilde{\phi}_T(\theta, \nu(\tilde{\theta}_T))'W_T\tilde{\phi}_T(\theta, \nu(\tilde{\theta}_T)). \tag{4.3}
\]

If \( W_T \) is a consistent estimator for the inverse of the asymptotic variance covariance matrix of \( \sqrt{T} \tilde{\phi}_T(\theta_0, \nu(\theta_0)) \), denoted by \( W^{-1} \), the estimator defined as

\[
\theta_T^* = \arg \max_\theta \Phi_T[\theta, \nu(\tilde{\theta}_T)] \tag{4.4}
\]

is the GMM version of the efficient sequential estimator. Given the specific structure of the GMM objective function we can recast the sequential GMM estimator as a minimum chi-squared estimator.

### 4.1 Classical Minimum Distance (CDM) and Minimum Chi-squared Estimators.

In CDM estimation we assume that there exists a vector of reduced form parameters \( \gamma \), structural parameters \( \theta \), and a know continuously differentiable function \( h(\cdot) \), that uniquely satisfies:

\[
h(\theta_0) = \gamma_0. \tag{4.5}
\]

The function \( h(\cdot) \) is said to map the structural parameters \( \theta \) into the reduced form parameters \( \gamma \). CDM entails first estimating \( \gamma_0 \) by \( \hat{\gamma} \) and then using these parameters to solve the following optimization problem in \( \theta \):

\[
\min_\theta (\hat{\gamma} - h(\theta))'M(\hat{\gamma} - h(\theta)), \tag{4.6}
\]

for some positive definite weighting matrix \( M \). If the choice of \( M \) leads to efficient estimators, this procedure is known as minimum chi-squared estimation.

Given the quadratic nature of the sequential GMM optimization problem we can build a parallel between the GMM estimator defined in equation 4.4 and the CDM estimator defined by equation 4.6. To do so, consider the estimating equations given in 4.2. Expanding equation 4.2 we have
\[
\frac{1}{T} \sum_{i=1}^{T} \phi(X_i, \theta, \nu(\tilde{\theta}_T)) + \frac{1}{T} \sum_{i=1}^{T} \frac{\partial \phi(X_i, \tilde{\theta}_T, \nu(\tilde{\theta}_T))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta'}(\theta) - \frac{1}{T} \sum_{i=1}^{T} \frac{\partial \phi(X_i, \tilde{\theta}_T, \nu(\tilde{\theta}_T))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta'}(\theta).
\]

If we define

\[
\hat{\gamma} = -\frac{1}{T} \sum_{i=1}^{T} \frac{\partial \phi(X_i, \tilde{\theta}_T, \nu(\tilde{\theta}_T))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta'}(\theta),
\]

\[
h(\theta) = -\frac{1}{T} \sum_{i=1}^{T} \phi(X_i, \theta, \nu(\tilde{\theta}_T)) + \frac{1}{T} \sum_{i=1}^{T} \frac{\partial \phi(X_i, \tilde{\theta}_T, \nu(\tilde{\theta}_T))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_T)}{\partial \theta'}(\theta),
\]

we may restate equation 4.2 as

\[
\tilde{\phi}(\theta, \nu(\tilde{\theta}_T)) = \hat{\gamma} - h(\theta).
\]

Under the assumption

\[
E(\phi(X_i, \theta_0, \nu(\theta_0))) = 0
\]

we have \(\gamma_0 - h(\theta_0) = 0\), with probability approaching one\(^{15}\).

Given these definitions we see that the sequential GMM estimator given in equation 4.3 can be restated as:

\[
\theta^*_T = \arg \min_{\theta} (\hat{\gamma} - h(\theta))^TW_T(\hat{\gamma} - h(\theta)).
\]

(4.7)

Many extremum estimators can be represented as GMM estimators. Given that the expression in equation 4.2 is always valid\(^ {16}\), many of the sequential estimators defined by Theorem 1 can therefore be recast as minimum chi-squared estimators.

5 Applications of Sequential Estimators

This section details two applications outlining the usefulness of the sequential methodology. The first application considers maximum likelihood estimation of affine term structure models. The second application compares the finite sample properties of the sequential GMM estimator and two-step GMM estimator in the stochastic volatility model of Taylor(1994)[26]\(^ {17}\).

5.1 Affine Term Structure Models.

The econometric analysis of continuous time finance models has received a great deal of attention over the last three decades, Phillips and Yu(2009)[23]. If the model is correctly specified maximum likelihood estimation (MLE) is the preferred choice for parameter estimation.

\(^{15}\)This result holds so long as we can apply a weak law of large numbers. With stricter assumptions on the random variables and functions this result would hold almost surely.

\(^{16}\)Give the standard set of regularity conditions for extremum estimators.

\(^{17}\)Multiple authors have commented on the poor finite sample performance of the GMM estimator in this setting, see references with.
However, due to the discrete sampling nature of the data, we are often unable to explicitly compute likelihood functions associated with financial models specified by continuous-time diffusion equations, Aït-Sahalia(1999)[3].

For many univariate and multivariate affine term structure models the likelihood functions associated with these models are not known in closed form. Fortunately, as shown in Aït-Sahalia(2002)[4], Aït-Sahalia(2008)[1], and Aït-Sahalia and Kimmel(2010)(ASK hereafter)[5] we can employ closed-form discrete approximations to the true likelihood even when the true likelihood is not known in closed form. These approximations allow us to gain consistent and efficient estimators without resorting to semi-parametric or simulation based estimators. Unfortunately, these likelihood approximations suffer from a potential drawback. In certain models, such as the example within this section, the likelihood approximations can become divergent, PPR.

Fortunately, the sequential estimation methodology can be employed to alleviate these divergence issues. We illustrate this concept in the context of closed-form likelihood approximations to the canonical affine term structure models of Dai and Singleton(2000)[7]. The next two sections develop the general canonical affine term structure model and define the general likelihood function. The last three sections derive the sequential estimator and carry out a Monte Carlo experiment to determine the finite sample properties of this method.

5.1.1 Setup and Canonical Representation

In multivariate term structure models the risk-less interest rate \( r_t \) is a linear deterministic function of a vector of \( N \) state variables \( X_t \). This relationship is stated as:

\[
 r_t = \delta_0 + \delta_1' X_t,
\]

(5.1)

\( \delta_0 \) is an unknown scalar and \( \delta_1 \) is a \( N \times 1 \) vector of unknown constants. To avoid arbitrage opportunities the price at time \( t \) of a zero coupon bond which matures at time \( T \) is given by

\[
P(t, \tau) = E^Q \left[ \exp \left( - \int_t^\tau r_s \, ds \right) \bigg| X_t = x \right],
\]

(5.2)

where \( \tau \) is the time to maturity and \( Q \) is an equivalent martingale measure. Under the measure \( Q \) the state vector \( X_t \) depends on parameters \( \theta \) and is assumed to follow an “affine diffusion,”

\[
dX_t = \mu(X_t; \theta) \, dt + \sigma(X_t; \theta) \sqrt{X_t} \, dW_t^Q.
\]

(5.3)

\( X_t, \mu \) are \( N \times 1 \) vectors, \( \sigma \) is a \( N \times N \) matrix and \( W_t^Q \) is a standard Brownian motion under the martingale measure \( Q \). We assume the market price of risk \( \Lambda_t \), is of the Dai and Singleton(2000)[7] form and is given by \( \Lambda_t = S_t' \lambda \). \( S_t \) is a diagonal matrix with \( i \)th diagonal element

\[
[S_t]_{ii} = \alpha_i + \beta_i' X_t.
\]

\( \lambda \) is a \( N \times 1 \) vector of unknown constants.
Under these assumptions the dynamics of the process \( X_t \) under the actual probability measure \( P \) are
\[
dX_t = (\tilde{A} + \tilde{B}X_t)dt + \Sigma \sqrt{S_t}dW_t^P. \tag{5.4}
\]
The matrix \( \tilde{A} \) is a \( N \times 1 \) vector, \( \tilde{B}, \Sigma \) are \( N \times N \) matrices and \( W_t^P \) is a standard Brownian motion under \( P \). This is a slight departure from the canonical representation of Dai and Singleton(2000). This representation is used to make the comparison between our method and those of Aït-Sahalia and Kimmel(2010) easier.

Letting the matrix \( B \) denote the \( N \times N \) matrix whose \( i \)th column is the vector \( \beta_i \), the model parameters are given by \((\tilde{A}, \tilde{B}, \Sigma, \alpha, B)\). As stated in Dai and Singleton(2000), certain admissibility restrictions must be placed on these parameters to ensure the existence of the process \( X_t \). Following Dai and Singleton(2000), let \( m = \text{rank}(B) \) index the degree of dependence of the conditional variances on the number of state variables. With this index, almost all term structure models can be classified into one of \( N+1 \) subfamilies\(^{18}\). The models which satisfy the admissibility conditions found in Dai and Singleton(2000) or ASK are denoted by \( A_m(N) \).

In affine term structure models Duffie and Kahn(1996)[8] have shown that bond prices, given by equation (5.2), have an exponential form
\[
P(t, \tau) = \exp\left(A(\tau) - B(\tau)'X_t\right). \tag{5.5}
\]
Equation (5.5) ensures that bond yields, \( Z_t(\theta, \tau) = -\ln(P(t, \tau)) \), are affine functions of the state vector \( X_t \) and matrices \( A(\tau), B(\tau) \):
\[
Z_t(\theta, \tau) = -A(\tau) + B(\tau)'X_t.
\]

5.1.2 Estimation: Exact Maximum Likelihood

Estimation of the model parameters via exact maximum likelihood requires two sets of bond yields. The first set consists of \( N \) zero coupon bond yields observed without error and maturing at dates \( \tau_N = (\tau_1, ..., \tau_N) \). The second set consists of \( H \) zero coupon bond yields measured with observation error and maturing at date \( \tau_{N+H} = (\tau_{N+1}, ..., \tau_{N+H}) \). Together these equations imply,
\[
Z_t(\theta, \tau_N) = -A(\tau_N) + B(\tau_N)'X_t
\]
\[
V_t(\theta, \tau_{N+H}) = -A(\tau_{N+H}) + B(\tau_{N+H})'X_t + \epsilon_t. \tag{5.6}
\]

We assume the \( H \times 1 \) dimensional observation error \( \epsilon_t \) is \( i.i.d \ \mathcal{N}(0, \Omega) \).

The procedure for evaluating the full likelihood of yields consists of four steps.
(1) **Yields:** In the first step we extract the value of the state variable by inverting the yield equation to receive the state vector \( X_T \):
\[
X_t = B(\tau_N)^{-1} (Z_t(\theta, \tau_N) + A(\tau_N)).
\]

\(^{18}\)These sub-families are based on the corresponding value of \( m \).
(2) **Latent Likelihood:** Evaluate the joint likelihood of the series of state vectors using the values derived in the first step. Letting \( x \) be the forward value of the state vector and \( x_0 \) the backward value. The likelihood of the state vector is then given by

\[
\mathcal{L}_x(x, \Delta | x_0; \theta) = \mathcal{L}_x \left[ B(\tau_N)^{-1} (z(\theta, \tau_N) + A(\tau_N)), \Delta \mid B(\tau_N)^{-1} (z_0(\theta, \tau_N) + A(\tau_N)); \theta \right].
\]

\( \Delta \) is the discrete sampling interval on which the stochastic process is observed.

(3) **Change of Variable:** Since the likelihood is now a function of yields, \( z \), we must multiply the joint likelihood by a jacobian determinant.

(4) **Total Likelihood:** For the yields estimated with error we calculate the likelihood \( \mathcal{L}_e(x|x_0; \theta, \eta) \). \( \eta \) are the parameters contained within the variance co-variance matrix \( \Omega \). Multiplying the two likelihoods and taking logs yields our objective function

\[
Q_n(\theta, \eta) = \ell_x(x, \Delta | x_0; \theta) + \ell_e(x|x_0; \theta, \eta).
\]

\( \ell_x(\cdot) \) depends on the model but the portion \( \ell_e \) is the same regardless of the model. \( \ell_e \) is given by

\[
\ell_e(x|x_0; \theta, \eta) = -n(H) \log(2\pi) - \frac{n}{2} \log(\text{det}(\Omega)) - \frac{1}{2} \sum_{t=1}^{n} (V_t + A(\tau_{N+H})'X_t)' \Omega^{-1} (V_t + A(\tau_{N+H})'X_t),
\]

where \( X_t \) is given by the values calculated in the first stage.

5.1.3 **Sequential Likelihood Approximations**

For many of the canonical \( A_m(N) \) models the log-likelihood function of the state vector, \( \ell_x(\cdot) \), is not known in closed form. To circumvent this issue we employ closed-form likelihood approximations to the log-likelihood of the state vector, Aït-Sahalia(2002), Aït-Sahalia(2008) and ASK. If during the numerical procedure either the forward or backward values of the state vector are zero or close to zero, the likelihood will diverge to plus or minus infinity\(^{19}\). To some extent Aït-Sahalia and Kimmel(2010) acknowledged this fact. The authors show in the confines of the \( A_1(1) \) model, that certain parameter combinations can cause identification failure or near identification failure.

To alleviate the divergence issues associated with approximated likelihood functions we can replace the portions of the likelihood which cause divergence with consistent estimators. We may then maximize the augmented log-likelihood function or use the NR updating rules to determine the efficient parameter estimates

**Approximations.**

\(^{19}\)This is true for the \( A_1(1) \) model.
In this context the closed-form likelihood approximation, assuming all the necessary conditions of ASK are met, is given by

\[
\ell_x^{(k)}(x, \Delta | x_0; \theta, \nu(\theta)) = -\frac{m}{2}\ln(2\pi\Delta) - \frac{1}{2}\ln(\det(D_v(x; \theta))) + C_x^{(-1)}(x, \Delta | x_0; \theta, \nu(\theta)) + \sum_{j=0}^{k} C_x^{(j)}(x, \Delta | x_0; \theta, \nu(\theta)) \frac{\Delta^k}{k!} \tag{5.8}
\]

where \(D_v(x; \theta) = \sigma(x; \theta)\sigma(x; \theta)'\) and \(k\) refers to the number of terms used in the approximation. The terms \(C_x^{(j)}\) represent the coefficients from the likelihood expansions derived in ASK. For the specific form of these coefficients the reader is referred to ASK.

The portions of the coefficients that can cause singularities\(^{20}\) are denoted by \(\nu(\theta)\).

If we possess a consistent first stage estimator, \(\tilde{\theta}_n\), we can derive the sequential likelihood approximation, \(\tilde{\ell}_x^{(k)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n))\). This approximation is of the same form as (5.8) with a few alterations,

\[
\tilde{\ell}_x^{(k)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) = -\frac{m}{2}\ln(2\pi\Delta) - \frac{1}{2}\ln(\det(D_v(x; \theta))) + \tilde{C}_x^{(-1)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) + \sum_{j=0}^{k} \tilde{C}_x^{(j)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) \frac{\Delta^k}{k!} - \frac{1}{2} \frac{\partial \nu(\theta)}{\partial \nu'} B(\tilde{\theta}_n)(\theta - \tilde{\theta}_n). \tag{5.9}
\]

The sequential approximation coefficients are given by\(^{21}\)

\[
\tilde{C}_x^{(j)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) = C_x^{(j)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) + \frac{\partial C_x^{(j)}(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n))}{\partial \nu} \frac{\partial \nu(\tilde{\theta}_n)}{\partial \theta'} (\theta - \tilde{\theta}_n).
\]

The matrix \(B(\tilde{\theta}_n)\) within equation (5.9) is given by

\[
B(\tilde{\theta}_n) = -\sum_{j=0}^{k} \frac{\partial^2 C_x^{(j)}(x, \Delta | x_0; \tilde{\theta}_n, \nu(\tilde{\theta}_n))}{\partial \nu \partial \nu'} \frac{\partial \nu(\tilde{\theta}_n)}{\partial \theta'} \frac{\Delta^j}{j!} - \frac{\partial^2 C_x^{(-1)}(x, \Delta | x_0; \tilde{\theta}_n, \nu(\tilde{\theta}_n))}{\partial \nu \partial \nu'} \frac{\partial \nu(\tilde{\theta}_n)}{\partial \theta'} \frac{\Delta^j}{j!} - \sum_{j=0}^{k} \frac{\partial^2 C_x^{(j)}(x, \Delta | x_0; \tilde{\theta}_n, \nu(\tilde{\theta}_n))}{\partial \nu \partial \theta} \frac{\Delta^j}{j!} - \frac{\partial^2 C_x^{(-1)}(x, \Delta | x_0; \tilde{\theta}_n, \nu(\tilde{\theta}_n))}{\partial \nu \partial \theta} \frac{\Delta^j}{j!}.
\]

The sequential log-likelihood is then the addition of equations (5.9) and (5.7)

\[
Q_n(\theta, \nu(\tilde{\theta}_n), \eta) = \tilde{\ell}_x(x, \Delta | x_0; \theta, \nu(\tilde{\theta}_n)) + \ell_v(x, \Delta | x_0; \theta, \eta).
\]

A Monte Carlo study explores the differences between our sequential estimator and the original estimators of ASK.

\(^{20}\) The values of the state vectors in the denominators
\(^{21}\) In many cases, such as the \(A_1(1)\) model, \(\nu(\theta)\) can be expressed as a specific function of \(x(\theta)\) and \(x_0(\theta)\).
5.1.4 Monte Carlo Setup

To determine the applicability of the sequential method we carry out a Monte Carlo study using the $A_1(1)$ canonical model. For this model the dynamics under the measure $\mathcal{P}$ are given by

$$dX_t = (a_1 + b_1 X_t)dt + \sqrt{X_t}dW_t^\mathcal{P},$$

where $W_t$ is a standard Brownian motion under the measure $\mathcal{P}$. The time varying price of risk is $\Lambda_t = \lambda \sqrt{X_t}$. The dynamics under the risk-neutral measure $\mathcal{P}$ are given by

$$dX_t = (a_1 + (b_1 - \lambda)X_t)dt + \sqrt{X_t}dW_t^\mathcal{Q}.$$

The risk free interest rate is deterministic and modeled as

$$r_t = \delta_0 + \delta_1 X_t.$$

We estimate this model using the original likelihood approximation of ASK and the sequential likelihood approximation derived in the previous sub-section\textsuperscript{22}.

We simulate 1000 data series of 501, 1001, 2001, 5001 and 10001 weekly observations ($\Delta = 1/52$) from the above model. This yields $n = 500, 1000, 2000, 5000$ and 10000 pairs of discrete transitions for the process $X_t$. Each path is simulated by an Euler discretization using 30 intervals per week, 29 of the thirty observations are discarded. We generate $N + H = 3$ yields with maturities $\tau = [.5, 1, 2]$. We assume that the yields on the $H = 2$ longest maturities, $(\tau_{N+H})$, contain observation errors. The observations errors are given by $\epsilon_t \sim \mathcal{N}(0, \sigma^2 I_2)$.

$\hat{\theta}^{(k)}$ denotes the ASK estimator of order $k$ and $\tilde{\theta}^{(k)}$ denotes the sequential ASK estimator of order $k$. For this simulation we set the number of approximation terms to $3(k = 3)$. For both methods we report; Monte Carlo mean squared error (MSE), parameter averages and average standard errors\textsuperscript{23}. The below tables detail the results.

Results: Averages, MSE.

The results for the Monte Carlo Averages and MSE are given below.

<table>
<thead>
<tr>
<th>$k=3, n=500$</th>
<th>$\theta^k$</th>
<th>$\tilde{\theta}^k$</th>
<th>$MSE(\theta^k)$</th>
<th>$MSE(\tilde{\theta}^k)$</th>
<th>Std.error($\theta^k$)</th>
<th>Std.Error($\tilde{\theta}^k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1 = 1.00$</td>
<td>1.0659</td>
<td>1.0273</td>
<td>.0157</td>
<td>.0108</td>
<td>.1867</td>
<td>.0983</td>
</tr>
<tr>
<td>$b_1 = -.60$</td>
<td>-.7363</td>
<td>-.6113</td>
<td>.0202</td>
<td>.0023</td>
<td>.1772</td>
<td>.0820</td>
</tr>
<tr>
<td>$\delta_0 = .0050$</td>
<td>.0058</td>
<td>.0062</td>
<td>.0000</td>
<td>.0000</td>
<td>.0399</td>
<td>.0006</td>
</tr>
<tr>
<td>$\delta_1 = .0225$</td>
<td>.0231</td>
<td>.0222</td>
<td>.0000</td>
<td>.0000</td>
<td>.0558</td>
<td>.0025</td>
</tr>
<tr>
<td>$\lambda = -.150$</td>
<td>-.1780</td>
<td>-.1509</td>
<td>.0010</td>
<td>.0002</td>
<td>.0324</td>
<td>.0188</td>
</tr>
</tbody>
</table>

\textsuperscript{22}The specific coefficients for this model can be found in the appendix (not yet typed up).

\textsuperscript{23}The variance of the estimators is calculated using the robust variance covariance definition for quasi-maximum likelihood estimators.
Analyzing the results we see that both estimators seem to converge towards the true value fairly quickly, with the sequential estimator converging somewhat faster. However, the estimated standard errors for these estimators are markedly different from one another. This difference may reflect the speed at which the estimators achieve their asymptotic representation.

To determine which of the estimators reaches its asymptotic representation faster, the next table gives the Monte Carlo standard errors\((MC\ S.E.)\) over 1000 replications using 10,000 observations. The next two columns give Monte Carlo standard errors as multiples of the average standard errors.
The above table shows that the standard errors for the sequential estimators are much closer to the Monte Carlo standard errors than the estimator of ASK. This difference would suggest that the sequential method does a better job of approximating the empirical distribution of the estimators than its full information counterpart. This result is not altogether unexpected as a similar result was given by Hoffman (1991) [13] for sequential estimation of rational expectation models.

5.2 Monte Carlo: GMM Estimation of a Stochastic Volatility Model

To illustrate the merits of the two-stage estimation method within GMM we estimate the log-normal stochastic volatility (SV) model of Taylor (1994) [26] using sequential GMM. The specific SV model used in our example is the log-normal SV model of .

5.2.1 Log-Normal Stochastic Volatility

The log-normal SV model we study is structured as

\[ y_t = \sigma_t Z_t \]  \hspace{1cm}  (5.10)

\[ \ln(\sigma_t^2) = \omega + \beta \ln(\sigma_{t-1}^2) + \sigma_u u_t \]  \hspace{1cm}  (5.11)

where \((Z_t, u_t)\) is i.i.d. \(N(0, I_2)\) and the parameter vector is \(\theta = (\omega, \beta, \sigma_u)\). (5.10) describes the process mean and (5.11) describes the volatility dynamics. As demonstrated by Taylor (1994) and Melino and Turnbull (1990) [16], log normality allows for closed form solutions of the moment conditions as well as “fat tailed” data, Anderson and Sorenson (1996) (AS

---

\[ \begin{array}{|c|c|c|c|c|}
\hline
k=3 & MC S.E.(\hat{\theta}(k)) & MC S.E.(\tilde{\theta}(k)) & Mult.(\hat{\theta}(k)) & Mult.(\tilde{\theta}(k)) \\
\hline
a_1 & .0007 & .0013 & 64.16 & 3.01 \\
b_1 & .0002 & 6.34e-005 & 128.72 & 16.56 \\
\delta_0 & 5.53e-005 & 3.66e-006 & 39.77 & .1700 \\
\delta_1 & 1.99e-005 & 2.44e-005 & 36.95 & 1.10 \\
\lambda & 7.85e-005 & .0002 & 80.85 & 1.12 \\
\hline
\end{array} \]
The moments which are the focus of estimation are given by

\[ E|y_t| - (2/\pi)^{1/2} \exp \left( \frac{\omega}{2(1 - \beta)} + \frac{\sigma_u^2}{8(1 - \beta^2)} \right) = 0 \]

\[ E(y_T^2) - \exp \left( \frac{\omega}{1 - \beta} + \frac{\sigma_u^2}{2(1 - \beta^2)} \right) = 0 \]

\[ E|y_{t-j}^r y_{t-j}^k| - (2/\pi) E(\sigma_t^r \sigma_t^k) = 0 \]

\[ E(y_T^2 y_{t-j}^2) - E(\sigma_t^2 \sigma_{t-j}^2) = 0 \]

where \( j = 1, \ldots, 5 \) and for \( r, k = 1, 2 \) we have

\[ E(\sigma_t^r \sigma_{t-j}^k) = E(\sigma_t^r) E(\sigma_t^k) \exp \left( r k \beta^2 \frac{\sigma_u^2}{8(1 - \beta^2)} \right) \]

and

\[ E(\sigma_t^r) = \exp \left( r \frac{\omega}{2(1 - \beta)} + r^2 \frac{\sigma_u^2}{8(1 - \beta^2)} \right). \]

### 5.2.2 Estimation and Monte Carlo Setup

Estimation of this model by GMM is generally numerically cumbersome and yields poor results. If the estimate of \( \beta \) is sufficiently close to 1, any quadratic objective function using these moment conditions will become unstable. By this, the authors say on the subject: “For lower sample sizes our estimation algorithm was frequently unable to locate a minimum for the criterion function within the parameter space, ...., as \( \hat{\beta} \) became approximately 1, the iterations would crash as the weighting matrix became singular or the criterion function diverged to infinity.” For certain Monte Carlo specifications the authors find that over a third of the replications did not converge.

Estimation of the log-normal SV model by GMM with relatively few observations or with few moments often leads to poor parameter estimates, Jacquier, Polson and Rossi(1994)[14], (JPR hereafter). We show through Monte Carlo simulations that the sequential methods outperform efficient GMM when the number of observations and moment conditions are relatively small.

### 5.2.3 Sequential Estimation: Setup

Assume we wish to estimate the parameter \( \theta \) from the sample moment conditions

\[ \bar{\phi}_T(\theta) = \frac{1}{T} \sum_{i=1}^{T} \phi(\theta, y_t), \]

where \( \phi(\cdot, \cdot) \) is a vector of functions. For complicated functions \( \phi(\cdot, \cdot) \) efficient GMM estimators for \( \theta \) can be computational burdensome and yield poor results. Through implementing a
sequential method we can decrease the computational burden associated with efficient GMM estimation of $\theta$.

For the log-normal SV model, the explosive behavior of the objective function stems from the estimation of the parameter $\beta$. The sequential estimator alleviates the explosive behavior by using consistent estimators for the more ill behaved occurrences of $\beta$. The sequential GMM estimator is based on the altered moment conditions,

$$\tilde{\phi}_T(\theta, \tilde{\theta}_T) = \phi_T(\omega, \tilde{\beta}_T, \sigma_u) - C_T(\tilde{\beta}_T - \beta).$$

The matrix $C_T$ satisfies

$$C_T \to_p E \left( \frac{\partial \phi(\theta_0, y_t)}{\partial \beta} \right),$$

and $\tilde{\theta}_T$ is a consistent estimator for the parameter $\theta_0$. In this case the first stage estimates needed to construct $C_T$ can be derived from an initial GMM or method of moments estimator.

To obtain efficient sequential estimators we can minimize either of the below objective functions,

$$J_1(\theta) = \tilde{\phi}_T(\theta, \tilde{\theta}_T)'V_T(\theta)^{-1}\tilde{\phi}_T(\theta, \tilde{\theta}_T)$$

$$J_2(\theta) = \tilde{\phi}_T(\theta, \tilde{\theta}_T)'W_T(\tilde{\theta}_T)^{-1}\tilde{\phi}_T(\theta, \tilde{\theta}_T).$$

The matrix $W_T(\tilde{\theta}_T)$ converges to $E[\phi(\theta_0)\phi(\theta_0)']$ and the matrix $V_T(\tilde{\theta})$ converges to $E[\phi(\theta_0)\phi(\theta_0)']$ for $\tilde{\theta} \to_p \theta_0$.

Imprecise estimation of the weighting matrix $W_T$ can lead to numerical instability, AS. To deal with this instability we use the sequential continuously updating GMM estimator (2S-CUGMM). The internally computed weighting matrix $V_T(\theta)$, is estimated from the HAC class of estimators given by Newey and West (1987)[20]. Namely,

$$V_T(\theta) = \sum_{j=-(T-1)}^{T-1} k(j) \hat{M}_T(\theta, j).$$

$k(j)$ is a kernel function dependent on bandwidth $h_T$ and $\hat{M}_T(\theta, j)$ is a covariance estimator at lag $j$ defined by

$$\hat{M}_T(\theta, j) = \frac{1}{T} \sum_{t=j+1}^{T} (\phi(\theta, y_t) - \bar{\phi}_T(\theta))\phi(\theta, y_{t-j}).$$

### 5.2.4 Monte Carlo Setup

We employ the same setup Monte Carlo setup as in JPR, AS, Takada (2009) and Laurini and Hotla (2010). However, unlike the above authors, our goal is to show that the sequential GMM methods work well with relatively few observations and few moment conditions.
We consider parameter values, justified in JPR, given by $(\omega, \beta, \sigma_u) = (−.736, 9, .363)$. Estimation is carried out across samples of size $T = 500, 1000$. Model parameters are estimated by the sequential CUGMM estimator (2S-CUGMM) using collections of 3, 4 and 5 moments. We conduct 5,000 replications for each sample size and moment combination.

We use the same moment configurations as AS for 3 and 5 moments. For the case of 4 moments we use the original 3 moment configuration of AS as well as the additional moment $E(y_t^2 y_{t-1}^2)$. We then have the following moment collections

$$m_1 = (E|y_t|, E(y_t^2), E(|y_t y_{t-1}|)), $$
$$m_2 = (E|y_t|, E|y_t y_{t-1}|, E(y_t^2), E(y_t^2 y_{t-1}^2)), $$
$$m_3 = (E|y_t|, E|y_t y_{t-2}|, E(y_t^2), E(y_t^4), E(y_t^2 y_{t-1}^2)). $$

To facilitate direct comparison with the baseline case of AS we employ a Bartlett kernel estimator for the weighting matrix $V_T(\theta)$, with bandwidth $h_T = 10$.

Tables 1 and 2 detail the simulation results across the different moment and sample size combinations. It is immediately apparent that we no longer have the non-convergence problem that plagued JPR and AS$^{25}$. Comparing the resulting sequential estimators with those of AS for 3 and 5 moments we see that the sequential methods are superior in terms of RMSE. The RMSEs for the sequential method with a sample size of 1000 and 5 moments are comparable to those of AS with sample sizes of 10,000 and 14 moments.

<table>
<thead>
<tr>
<th>$T=500$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$m_1 - AS$</th>
<th>$m_3 - AS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $\omega$</td>
<td>-.2596</td>
<td>-.8829</td>
<td>-.8018</td>
<td>-1.951</td>
<td>-1.636</td>
</tr>
<tr>
<td>RMSE $\omega$</td>
<td>.5015</td>
<td>.1431</td>
<td>.0622</td>
<td>1.854</td>
<td>1.763</td>
</tr>
<tr>
<td>Mean $\beta$</td>
<td>.8418</td>
<td>.8667</td>
<td>.9006</td>
<td>.736</td>
<td>.786</td>
</tr>
<tr>
<td>RMSE $\beta$</td>
<td>.1129</td>
<td>.0360</td>
<td>.0179</td>
<td>.250</td>
<td>.209</td>
</tr>
<tr>
<td>Mean $\sigma_u$</td>
<td>.2911</td>
<td>.3627</td>
<td>.3604</td>
<td>.503</td>
<td>.413</td>
</tr>
<tr>
<td>RMSE $\sigma_u$</td>
<td>.1160</td>
<td>.0337</td>
<td>.0572</td>
<td>.237</td>
<td>.197</td>
</tr>
<tr>
<td>Un-convergent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>519</td>
<td>528</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T=1000$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$m_1 - AS$</th>
<th>$m_3 - AS$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $\omega$</td>
<td>-.3498</td>
<td>-.8818</td>
<td>-.8006</td>
<td>-1.475</td>
<td>-1.135</td>
</tr>
<tr>
<td>RMSE $\omega$</td>
<td>.4347</td>
<td>.1419</td>
<td>.0606</td>
<td>1.259</td>
<td>.913</td>
</tr>
<tr>
<td>Mean $\beta$</td>
<td>.8221</td>
<td>.8724</td>
<td>.9033</td>
<td>.800</td>
<td>.847</td>
</tr>
<tr>
<td>RMSE $\beta$</td>
<td>.2117</td>
<td>.0319</td>
<td>.0103</td>
<td>.170</td>
<td>.123</td>
</tr>
<tr>
<td>Mean $\sigma_u$</td>
<td>.3603</td>
<td>.3581</td>
<td>.3475</td>
<td>.458</td>
<td>.372</td>
</tr>
<tr>
<td>RMSE $\sigma_u$</td>
<td>.1707</td>
<td>.0214</td>
<td>.0339</td>
<td>.201</td>
<td>.142</td>
</tr>
<tr>
<td>Un-convergent</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>422</td>
<td>298</td>
</tr>
</tbody>
</table>

$^{25}$A contributing factor for this result might be differences in starting values and maximization routines.
6 Conclusion

This article has shown that in situations where an initially consistent estimator exists, the sequential estimator can be used to decrease computational costs while still receiving consistent and efficient estimators. This article has also shown that we can gain estimators which are as computationally friendly as those of closely related iterative estimators, without the need to impose further assumptions which may or may not be satisfied. Furthermore, as evidenced by the Monte Carlo results, when portions of the objective function are singular we can use the sequential methodology to gain estimators with good statistical properties. Future research will focus on extending the sequential methodology to hypothesis testing within a GMM framework. We will also explore applications of the sequential methodology to variables problem of microeconometrics and finance.
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Appendix

7.1 Proof: Theorem 1

Proof. The first piece of the proof will revolve around the Taylor series expansion of the first order conditions. These first order conditions are given by,

$$\frac{\partial \Phi_T[\theta, \nu(\hat{\theta}_T)]}{\partial \theta} = 0.$$  

This yields,

$$0 = \frac{\partial Q_T(\theta_T^*, \nu(\hat{\theta}_T))}{\partial \theta'} + \frac{\partial Q_T(\theta_T^*, \nu(\hat{\theta}_T))}{\partial \nu'} \frac{\partial \nu(\hat{\theta}_T)}{\partial \theta'} + \frac{\partial Q_T(\theta_T^*, \nu(\hat{\theta}_T))}{\partial \theta \partial \nu'} \frac{\partial \nu(\hat{\theta}_T)}{\partial \theta} (\theta_T^* - \hat{\theta}_T)$$

$$-TB_T(\theta_T^*) (\theta_T^* - \hat{\theta}_T) - \frac{1}{2}(\theta_T^* - \hat{\theta}_T)T \frac{\partial B_T(\theta_T^*)}{\partial \theta'} (\theta_T^* - \hat{\theta}_T).$$  (7.1)
A first order Taylor series expansion of (7.1) around \((\theta_0, \theta_0)\) gives

\[
0 \approx \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta'} + \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu'} \frac{\partial \nu(\theta_0)}{\partial \theta'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta^2} \frac{\partial \nu(\theta_0)}{\partial \theta'} (\theta_T^* - \tilde{\theta}_T) - T B_T(\theta_0)(\theta_T^* - \tilde{\theta}_T)
\]

\[
+ \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta \partial \nu'} (\theta_T^* - \theta_0) + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta^2} \frac{\partial \nu(\theta_0)}{\partial \theta'} (\theta_T^* - \theta_0) + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu \partial \theta'} (\theta_T^* - \theta_0) + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu^2} (\theta_T^* - \theta_0) \frac{\partial \nu(\theta_0)}{\partial \theta'} (\theta_T^* - \theta_0).
\]

(7.2)

In this setting the full Hessian matrix is denoted by \(D^2 Q_T\) and is given by,

\[
D^2 Q_T[\theta_0, \nu(\theta_0)] = \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta^2} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta \partial \nu'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta \partial \nu^2} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta' \partial \nu} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta' \partial \nu'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta' \partial \nu^2}.
\]

We now show that the second order terms within the expansion (7.2) are the same as in the above Hessian. The trick to showing this is to recall that

\[
p \lim_{T \to \infty} \left[ B_T(\theta_0) + \frac{1}{T} \left( \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu \partial \theta'} \frac{\partial \nu(\theta_0)}{\partial \theta'} \right) \right] = 0.
\]

We then have that

\[
[-B_T(\theta_0)(\theta_T^* - \tilde{\theta}_T) + \frac{1}{T} \left( \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu \partial \theta'} \frac{\partial \nu(\theta_0)}{\partial \theta'} \right) (\theta_T^* - \theta_0)] =
\]

\[
\left[ \frac{1}{T} \left( \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu'} + \frac{\partial^2 Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu \partial \theta'} \frac{\partial \nu(\theta_0)}{\partial \theta'} \right) \right] (\theta_T^* - \theta_0) + o_p(1).
\]

(7.3)

Plugging this relationship into the first order expansion (7.2) and multiplying by \(1/\sqrt{T}\) we may cancel and re-arrange terms to receive

\[
0 = \frac{1}{\sqrt{T}} \left( \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \theta'} + \frac{\partial Q_T[\theta_0, \nu(\theta_0)]}{\partial \nu'} \frac{\partial \nu(\theta_0)}{\partial \theta'} \right) + \frac{1}{T} \left[ D^2 Q_T[\theta_0, \nu(\theta_0)] \right] \sqrt{T}(\theta_T^* - \theta_0).
\]

(7.4)

This result allows us to see that the expansion for \((\theta_T^* - \theta_0)\), which is given by (7.4), will be the same expansion as the full information estimator given by (1.1).
7.2 More Comments on Likelihood Monte Carlo

1. It should be noted that any gradient based maximization algorithms, such as fminunc in Matlab, will not be able to maximize the approximated likelihood function. Inevitably employing any type of gradient algorithm will result in infinite values of the objective function forcing the algorithm to terminate.

2. The starting values of the two estimators were not the same. The original estimator of ASK were initialized at the true parameter values whereas the sequential estimators were initialized at the same values except for the parameter $a_1$, which was initialized lower than the true value.

3. The first stage estimators have been specified to be very close to the true values. This was done since we are trying to discern estimation properties in the best case scenario. However, a few numerical experiments have shown that so long as the first stage estimators are fairly close to the true values this does not affect the accuracy of the sequential estimators.

8 Sequential Estimators

This section gives a short synopsis of some of the more general studies dealing and employing with sequential estimation. These are separated into adaptive estimators and nonadaptive estimators.

8.1 Adaptive Estimation

8.1.1 General Sequential Estimators

1. Harvey(1976)[11]. Generally accepted as the first application of sequential estimation within econometrics. Two-step estimation methods are derived for models with heteroskedasticity. These estimators are compared with full MLE.


3. Lee and Maddala(1980)[15]. Analyzes the inefficiencies introduced by two-step estimation in the confines of tobit and probit models for simultaneous equation models with selectivity.


5. Hoffman(1991)[13]. Applies the estimators derived within Pagan(1986) to rational expectation models. This study is one of the few studies to detail simulation results for two-step methods. These results show that in certain cases two-step/sequential estimators exhibit better performance than full information estimators.
(6) Newey and McFadden (1994)[19]. Chapter 5 details conditions under which two-step estimators can be adaptively estimated.

### 8.1.2 Select Notable Applications of Sequential Estimation

(1) Heckman (1979)[12]. This paper derives the famous sequential “Heck-it” estimators for sample selection methods.

(2) Vella and Verbeek (1999)[28]. The authors apply the sequential estimation method to panel models with censored variables and selection bias.

(3) Murphey and Roberts (2002)[17]. This paper deals with imputed regressions generated from preliminary estimators.

(4) Newey (2009)[18]. The author derives two-step series estimators for sample selection models where the selection equation contains infinite dimensional nuisance parameters.

### 8.2 Nonadaptive Estimation

(1) Trognon and Gourieroux (1990)[27]. This paper details a general method for deriving efficient estimators within nonadaptive models estimated using extremum estimators.

(2) Gourieroux, Monfort and Renault (1996)[10]. The authors detail a sequential estimation strategy where the nuisance parameters is a second occurrence of the parameter of interest which complicates estimation.

(3) Creopn, et al. (1997)[6]. The authors presume there exists a specific relationship between the nuisance parameters and the parameter of interest. These relationships are used in a general way to obtain sequential estimators for the parameter of interest and then the nuisance parameters.

(4) Newey and McFadden (1994)[19]. The authors give a general discussion of sequential estimators. Conditions are detailed under which the asymptotic variance of the sequential estimators will be larger or smaller than the variance which does not account for the preliminary estimators.