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Preface

The *Evolution of Human Sociality* is an attempt at a broad theoretical synthesis within the field of sociology and its closely allied sister discipline of anthropology. It is a labor of love that has resulted from nearly a quarter century of sustained thought. I explicate and critique all of the major theoretical approaches and try to draw what I consider the most useful elements of the best of these into a synthesized theory that I call *Darwinian conflict theory*. This theory, more properly called a theoretical perspective or strategy, in the most general sense is a synthesis of the tradition of economic and ecological materialism and conflict theory stemming from Marx and the tradition of biological materialism deriving from Darwin. I originally called this theory *synthetic materialism* (see Sanderson, 1998a, 1998b, 1999:403-8), but I have gradually come to feel that the name is too bland and uninformative. But everyone knows who Darwin was and why he is important, and conflict theory is a term that resonates well with sociologists and is immediately recognizable to them. And, in a sense, the new name is more accurate since Darwinian and neo-Darwinian evolutionary biology and sociobiology—the theoretical foundation of the book—represent a type of conflict theory in which people are competing in a vast game of survival, resource acquisition, and reproduction.

Approximately the first half of the book is taken up with critiques of existing theoretical approaches. More than anything else, I am concerned with the “logic of explanation” of each major approach. I am concerned, for example, with prototypical Marxist and functionalist modes of explanation, not with such things as the myriad characteristics of the functionalist school launched by Talcott Parsons or whether Marxists have started incorporating Weberian ideas into their theories. Another way of putting it is to say that I am concerned with the basic type of explanatory logic that each strategy carries, its most characteristic mode of explaining the social world. My discussion of each theoretical strategy is therefore quite deliberately highly restricted. This then leads to the full elaboration, in formal propositional form, of the synthetic theory.

The second half of the book lays out in as much detail as space allows the large amount of evidence, both qualitative and quantitative, that I claim supports Darwinian conflict theory. To a large extent this is the most important part of the book in terms of
For a quarter of a century I have taught undergraduate and graduate courses in sociological theory at Indiana University of Pennsylvania. This has provided me with an enormous amount of intellectual stimulation and allowed me the opportunity to think through many of the ideas developed in this book much more thoroughly than would otherwise have been possible. I am extremely grateful to all of the students in these classes for having made all of this possible, especially to those who really challenged me to articulate and justify my arguments. I am also grateful to Indiana University of Pennsylvania for granting me a sabbatical leave during the fall semester of 1999 so I could finish the book’s penultimate draft.

I am very pleased that my editor at Rowman & Littlefield, Dean Birkenkamp, agreed to publish this book and demonstrated such enthusiasm for it. Dean is easily the nicest editor in publishing and one of the best. I hope the book can live up to his expectations. Finally, I wish to thank my graduate assistant, Mary Reilly, for her extremely careful checking of the bibliography, which permitted me to correct several errors and provide missing references.

When I was about eleven or twelve years old I discovered biology and it was love at first sight. By the end of high school I somehow got diverted into psychology, and then in my first year of college into sociology. I was better at biology than at any other subject I ever studied, and perhaps should have stayed in it. But I have no regrets, because I have found the study of society fascinating. I have, in a sense, now come full circle, reuniting sociology with my first great love. It makes me very happy to be able to contribute to the unification of the biological and social sciences.

Sociobiological Explanations

It is universally acknowledged that there is a great uniformity among the actions of men, in all nations and ages, and that human nature remains the same in its principles and operations. The same motives always produce the same actions; the same events follow from the same causes.

—David Hume

The tabula of human nature was never rasa and now it is being read.

—William D. Hamilton

Theories that go counter to the facts of human nature are foredoomed.

—Edith Hamilton

All great truths begin as blasphemies.

—George Bernard Shaw

1. Aggression: Humans are by nature rather aggressive organisms, which means that they are prone to use violence, or the threat of violence, as a means of settling disputes and attaining desired ends.

2. Hierarchy: Humans are prone to organize themselves in rank-ordered systems, or systems in which the competition for status is of paramount importance.

3. Male dominance: There is a strong tendency for males of the species to exert authority over females and to predominate in higher-status positions.

4. Mother-infant bonding: Women are biologically specialized for parenting to a degree that is significantly greater than men’s tendency toward paternal care.

5. Territoriality: Human individuals tend to be territorial creatures in the sense that they define and defend regional spaces all the way from small personal spaces to huge national states.

6. Incest avoidance: The general avoidance of incest among humans, widely considered to be a human universal, is rooted in a biological tendency that exists because of incest’s harmful biological consequences.

It is critical to note that these social scientists stress that these are biological predispositions or tendencies, not rigid instincts, and as such interact in important ways with the social, cultural, and physical environment to produce the actual behavior that is observed in human societies. Social organization and behavior are always biocultural in the sense that they result from the complex interaction of the biological and the sociocultural. For example, despite a human tendency toward aggression, we see that although some societies display very high levels of aggressive behavior, others display much lower levels of such behavior. The assumption is that some sociocultural conditions (such as resource competition) trigger high levels of aggression, whereas other sociocultural conditions (such as resource abundance) elicit only low levels of aggression. Similarly, despite a human tendency toward hierarchy, we see that some societies (such as most hunter-gatherers) have only minimal hierarchies, whereas others (such as agrarian and industrial societies) have much more elaborate hierarchies. Think of it this way: The sociocultural and physical environments are like the volume control knob on a radio; they can turn predispositions to higher levels or they can tone them down. In a few instances they might be able to turn these predispositions off; despite natural human sex drives, for example, there have been
many priesthoods whose members have taken vows of celibacy. However, the predispositions tend to express themselves to at least some extent in all environments.

The sociobiology proper that was born in 1975 was rooted in an explicit theory known as the theory of inclusive fitness or kin selection, which is a specific dimension of neo-Darwinian evolutionary biology. As is well known, the central concept in Darwin’s theory was that of natural selection. Darwin argued that in every population in every generation more offspring are produced than available resources can sustain. There thus results a struggle for survival among organisms, and it is the fittest organisms that have the best chance of surviving. Organisms are fit to the extent that they have the anatomical, physiological, and behavioral traits better suited, or better adapted, to coping with the conditions of a particular environment. Moreover, those organisms whose traits reveal relative adaptive advantage leave more offspring and thus also enjoy greater reproductive success. In Darwinian and neo-Darwinian terms, they have greater “fitness.”

Darwin assumed that the organism was the unit of selection and that the traits of every organism evolved in accord with selfish reproductive interests. The assumption of selfishness was the only assumption that made sense, because organisms are competing in a game of survival and reproduction. However, Darwin also knew that organisms also behaved altruistically, often making sacrifices (including giving up their own lives), for the benefit of conspecifics. We know, and Darwin did also, that this kind of behavior is highly characteristic of the social insects, who have soldier castes biologically specialized for defending the hive at the cost of their own lives. At higher phylogenetic levels, we find a wide variety of altruistic behaviors. This fact of altruism seemed to be in contradiction to what Darwin was saying, and constituted a conundrum that took many years to solve. An elegant solution to the puzzle of the evolution of self-sacrifice was proposed in 1964 by the geneticist William Hamilton, considered by some the greatest theoretical biologist since Darwin. Hamilton argued that what created the puzzle was the assumption that it was the organism that was the unit of fitness. Hamilton argued that it was actually the gene that was the unit of fitness and that natural selection operates so as to preserve or eliminate genes rather than entire organisms. Hamilton claimed that there was a form of fitness called inclusive fitness. An organism’s fitness is not simply a matter of its own survival, but involves the total number of its genes that are represented in the gene pool of its species. Organisms are more fit than others when they have a larger representation of their genes in the gene pool.

Inclusive fitness is sometimes called kin selection because it assumes that organisms tend to favor kin, and favor close kin more than distant kin, because they share genes in common with kin and an increasing number of genes in common as kinship becomes closer. Parents and their offspring share one-half of their genes, as do, on average, full siblings. Grandparents and grandchildren share one-quarter of their genes, and first cousins share, on average, one-eighth. Hamilton argued that organisms behaved so as to promote their inclusive fitness, and this could sometimes lead the organism to give up its own life. For example, if a mother bird warns three of her chicks that a predator is approaching them and in so doing diverts the predator’s attention to her and causes him to eat her, she nevertheless saves three half-units of her genes, for a total of one-and-a-half units. Since she is dead, we have to subtract one unit of her genes (those inside her own body), but this leaves her with a net gain of one-half unit. The conclusion is that by warning her offspring she actually benefited genetically despite causing her own death because she optimized the number of copies of her genes that she left in the gene pool. This leads to the further observation that what is altruism on the surface level (the level of actual behavior) is actually selfishness—genetic selfishness—at a deeper level (the level of the adaptive mechanisms that are triggering the behavior).

How does all this apply to human behavior? The basic argument is that many features of human behavior and social organization result from efforts made by individuals to maximize their inclusive fitness. No assumption is being made that humans have any conscious understanding that they are motivated in such a way; they are simply acting, to a large degree unconsciously, in accordance with evolved brain modules that arose during the course of hominid evolution. Let’s look at the implications of this argument. The most fundamental implication is that men and women will have different ways of promoting their inclusive fitness, and thus different reproductive strategies. Males can maximize their inclusive fitness by insemi nating as many females as possible, and thus we should expect men to have difficulty conforming themselves to monogamous relationships. Instead, they should greatly desire a wide variety of sexual partners. Females, on the other hand, can have only a limited number of offspring in a lifetime, and it does not matter whether these offspring are produced by one man or several. Their inclusive fitness can best be served by choosing good mates, i.e., mates who will stick around and provide for the offspring. Philandering can actually reduce a woman’s reproductive fitness in that it can reduce a man’s commitment to her.

But there is more to the story. If a man provides for offspring, he wants to be sure that these offspring are his. Aside from prereproductive death, the worst possible outcome with respect to a man’s reproductive interests would be for him to provide for another man’s offspring, thinking they are his own, and thus promote that man’s inclusive fitness at the cost of his. Therefore, men should behave in ways so as to maximize their confidence that the offspring they are rearing are their own. Men attempt to maximize their confidence of paternity primarily through one or another type of mate guarding behavior, such as paternity testing (done throughout the Islamic world and in many other places and times) or fitting them with chastity belts when the men are away, and mate guarding behavior is driven by the evolved adaptation of male sexual jealousy. (These mate guarding behaviors are known as anticusculdery strategies; a cuckolded man is one who has been deceived by his mate into believing that the offspring is providing for are his own.)

An important qualification to the above is essential. It seems clear that in some societies individuals engage in behaviors that do not appear to promote their inclusive fitness. For this reason Joseph Lopreato (1989) has formulated what he calls the modified maximization principle. This principle holds that (1989:129) “organisms are predisposed to behave as to maximize their inclusive fitness, but this predisposition is conditioned by the quest for creature comforts, by self-deception, and by autonomization of phenotype from genotype.” As Timothy Crippen (1994:315) has stated, this principle “suggests that human behavior maximizes fitness unless its reproductive consequences are subverted by the desire to accumulate resources that engender pleasure, by self-denying or ascetic tendencies often stimulated by sacred beliefs and practices,
provide the bridewealth payments necessary to secure a wife. They may marry late in life, or never (Cronk, 1989, 1991, 1999).

What kind of evidence would support the basic predictions of sociobiology? One kind would be evidence showing that male sexual possession of females and males’ desires for sexual variety are extremely common, if not universal, behaviors. Donald Symon’s book *The Evolution of Human Sexuality* (1979), a sociobiological classic, presents a wealth of such evidence. We should also find evidence all over the world that “blood is thicker than water,” i.e., that everywhere kin are favored over nonkin, and this is what we do find.

Donald Brown (1991) argues persuasively that if a pattern of human behavior can be shown to be a true human universal or near-universal—found in all or virtually all societies—then there is a strong presumption that it rests on a solid biological foundation. (This should not be taken to imply that sociobiology is only relevant to explaining universals or near-universals. As the discussion of facultative traits showed, sociobiology is also extremely relevant to explaining a wide range of cultural variations. However, universals or near-universals are especially good evidence that a cultural trait is biologically rooted.) Below is a list of human universals or near-universals, not placed in any particular order of importance or meant to be exhaustive (Brown, 1991; Pinker, 1994):

1. Gossip, lying, misleading, verbal humor, humorous insults, poetic and rhetorical speech forms, storytelling, metaphor.
2. Binary distinctions.
3. Coy flirtations with the eyes; masking, modifying, and mimicking facial expressions; displays of affection.
4. Nonlinguistic vocal communication such as cries and squeals.
5. Adornment of bodies and arrangement of hair.
6. Drugs, both medicinal and recreational.
7. Male monopolization of political leadership, high-status positions, and warfare.
8. Great interest in the topic of sex; standards of sexual attractiveness.
10. Sex as a service provided by women to men.
11. Husbands usually older than wives.
12. Men more aroused by visual sexual stimuli than women.
15. Language.
17. Family, marriage, and kinship systems; families built around a mother and children, usually the biological mother and one or more men.
18. Kin terminologies; distinguishing of close kin from distant kin; favoring of close kin.
19. Facial expressions relating to happiness, sadness, anger, fear, surprise, disgust, and contempt.
20. Toolmaking and technology.
21. Making or using fire.
22. Group living and sociability.
23. Groups defined by locality or territory.
24. Socialization practices; children copying their elders.
25. Prestige seeking and allocation.
26. A division of labor based minimally on age and sex.
27. Conceptions of gender and gender roles.
28. Social cooperation.
29. Female monopolization of child care.
30. Political organization and leadership.
31. Social norms and values, and punishment for violations; sense of right and wrong; etiquette.
32. Standards of sexual modesty, sex generally in private, fondness for sweets, food taboos, discreetness in elimination of bodily wastes.
33. Ingroup-outgroup antagonisms.
34. Religion.
35. Worldviews.
36. Rituals.
37. Concepts of property.
38. Music and dance.
40. Symbolism.
41. Ethnocentrism.
42. Modes of economic production, distribution, and exchange.
43. Birth control and population regulation.

Alice Rossi (1984) argues that a pattern of social behavior can be suspected of having a biological basis if two or more of the following criteria are met:

1. There are consistent correlations between a behavior and a physiological sex attribute (body structure, sex chromosome type, hormonal type).
2. The pattern is found in infants and young children prior to the occurrence of major socialization influences, or the pattern emerges with the onset of puberty.
3. The pattern is stable across cultures.
4. Similar behavior patterns are found across species, especially the higher primates.

As we shall see in the chapters ahead, there are many patterns of human social behavior that meet at least two of these criteria and a fair number that meet all four.

TWO CONTROVERSIES

The Level of Selection

Our discussion thus far has clearly implied that sociobiology views the unit of selection as most commonly the genes contained within organisms (while not discounting evolution at the level of the individual organism itself). And, indeed, this is so. Darwin himself saw selection occurring at the level of the organism, which was why altruistic behavior puzzled him. In the early 1960s, C. B. Wynne-Edwards (1962) set forth an argument for selection occurring at a higher level, or for group selection. Wynne-Edwards argued that organisms and species have the traits they do because these traits have evolved to benefit entire populations. For example, he explained the roosting behavior of birds as a behavior that allows a bird population to assess its population density and adjust it accordingly so that the entire population benefits. Although Wynne-Edwards is commonly cited as the chief proponent of group selection at this time, a number of evolutionary biologists in fact accepted it, at least as one possible mode of selection (Segerstråle, 2000).

However, just four years later the evolutionary biologist George Williams published a famous book, Adaptation and Natural Selection (1966), in which he claimed that adaptation should never be explained at a level higher than truly necessary and that most selection occurred at the level of the gene or the individual. He did not rule out the possibility of group selection, but thought it extremely rare. Williams' argument was echoed a decade later by Richard Dawkins, whose equally famous book The Selfish Gene (1976) helped to launch sociobiology. Dawkins argued that selection occurred basically at the level of the gene, and that organisms were largely vehicles for getting genes passed from one generation to the next: An organism is just a gene's way of making another gene.

The ideas of Williams and Dawkins have become widely accepted throughout evolutionary biology and sociobiology and are essentially the received wisdom. But the idea of group selection has not gone away. It has been pushed most vigorously by David Sloan Wilson and Elliott Sober (1994, 1998). Wilson and Sober argue that selection is a complex multilevel phenomenon, but it is clearly evolution at the level of the group as a whole that interests them most. Much of human social life, they claim, can only be explained as the result of processes of between-group selection. They note, for example, that in tribal societies there is often relentless competition between lineages, which "compete against each other as corporate units, much as we expect individuals to compete when they are allowed to act as free agents" (Sober and Wilson, 1998:174). In discussing social norms, they hold that "most traditional human societies appear designed to suppress within-group processes that are dysfunctional for the group, and as a result natural selection has operated and adaptations have accumulated at the group level. Human social groups often function as adaptive units and are perceived as such by indigenous people and the ethnographers who study them" (Sober and Wilson, 1998:192). Sober and Wilson also refer to Raymond Kelly's (1985) work on the interaction between the Nuer and the Dinka, African pastoral societies. Conflict between these societies was gradually resolved in favor of the political supremacy of the Nuer, and for Sober and Wilson this could only have been because of between-group selection. The Nuer were adaptively superior as a group, and this is why they prevailed. The authors are convinced that some human groups are so well designed at the group level that they had to have evolved by group selection; nothing else could explain such excellent design. Another sociobiologist to invoke group selection is Kevin MacDonald. In a series of works (MacDonald, 1994, 1998a, 1998b), he has argued that the Jews
have been one of the world’s most successful ethnic groups because they have followed what he calls a “group evolutionary strategy.” Individual Jews have made sacrifices in favor of the group, and the group has prospered as a result.

Few sociobiologists have found arguments like these convincing, nor have I. The mistakes these authors are making is a failure to draw a very simple distinction between behavior that evolves because it benefits the group and behavior that has the consequence of benefiting the group. They provide no evidence to show that the former is occurring; in their examples, the latter is in fact occurring, but only because the groups in question are aggregations of individuals. The group benefits simply because the individuals within it benefit. Sober and Wilson and MacDonald reify the group in that they see it as having a distinct existence from its constituent members.

Most sociobiologists, then, reject the notion of group selection and see selection occurring at the level of genes or individual organisms. Indeed, it is not hard to see why selection should be occurring at this level. Genuine altruism cannot constitute what John Maynard Smith (1974, 1982) has called an evolutionarily stable strategy. A population of genuine altruists could not remain stable because it could always be invaded and displaced by selfish strategists. Organisms that sacrifice their genes for the good of others that do not share them will find that their genes for genuine altruism will quickly disappear from the gene pool for the simple reason that the altruists will be out-reproduced by organisms that are reproductively selfish (Low, 2000). And not only is the concept of group selection logically dubious, but there is no real empirical evidence to support it. As Bobbi Low (2000:160) has remarked, “If group good at the expense of individual fitness were relatively powerful, we should expect genetic sacrifice to be common. In fact, it is so rare as to be undetectable in populations of any organism.”

### Darwinian Psychology versus Darwinian Social Science

Sociobiologists stress the adaptive character of many features of human behavior, i.e., that behavior evolves because it is useful in promoting the reproductive interests of each individual. Many sociobiologists take the view that adaptations pertain only to the Environment of Evolutionary Adaptedness, or EEA. This ancestral environment is the one in which modern humans evolved over the past 100,000 to 200,000 years, during which time they lived exclusively in small hunter-gatherer groups. The argument is that our neurobiology evolved to adapt humans to the ancestral environment, but in the last 10,000 years there has been enormous social evolution and today people live in extremely complex, state-level societies, many of them highly industrialized and urbanized. As a consequence, there is no reason to assume that their behavior will necessarily be adaptive under these conditions. Those sociobiologists holding this view have taken to calling themselves Darwinian psychologists or evolutionary psychologists, even though many of them are not affiliated with the discipline of psychology (Symons, 1989, 1990, 1992; Daly and Wilson, 1984, 1986; Barkow, 1989; Tooby and Cosmides, 1990).

To a large extent the Darwinian psychologists are reacting against another group that has been called Darwinian anthropologists or Darwinian social scientists (e.g., R. Alexander, 1990; Turke, 1990a, 1990b), which in fact probably includes the majority of social scientists working today under the broad label of sociobiology. The Darwinian social scientists assume that people in modern environments are, just like their distant ancestors, striving to maximize their inclusive fitness and thus that most behavior is adaptive even under these conditions. This contrasts with the claim of the Darwinian psychologists that it is a waste of time to try to ascertain whether people in modern environments are trying to maximize their inclusive fitness. Because these environments are very different from the ancestral environment, there is little reason to assume that behavior that evolved in the EEA would continue to be adaptive. Moreover, what do the Darwinian social scientists do if they discover that people in modern environments are not acting to maximize their reproductive success? Do they thereby reach the negative conclusion that sociobiology cannot be applied to behavior in such environments? They should not, since it can still be argued that people are behaving in accordance with evolved psychological mechanisms—ancient adaptations—that drive their behavior. For example, men in modern industrial societies still appear to seek sexual variety, but they do not wish to impregnate the women with whom they are having extramarital affairs, for this would lead to unwanted complications in their lives. Therefore, they are not seeking to maximize their reproductive success but rather are behaving in accordance with a psychological mechanism—mate with attractive women you haven’t mated with before”—that would have promoted reproductive success under ancestral conditions. Donald Symons (1989, 1990, 1992), one of the leading proponents of Darwinian psychology, claims that what we should be trying to study is the nature of evolved psychological mechanisms, not behavior. As he puts it (1989:137; emphasis added), “In the study of adaptation, the key issue is not whether or not a given phenotypic feature influences reproductive success, but rather whether differential reproductive success historically influenced the form of the phenotypic feature.”

Important replies to the argument of the Darwinian psychologists have been made by Richard Alexander (1990) and Paul Turke (1990a, 1990b). Alexander agrees that it is important to study adaptive design but argues that it cannot be studied except by direct reference to behavior: “Underlying adaptive design cannot be studied directly. One studies behavioral and other outcomes, judges their reproductive significance . . . and then infers the underlying physiological and morphological designs. Information about psychological and physiological mechanisms can be gained only by observing ultimate expressions of the phenotype” (R. Alexander, 1990:247). Turke makes a similar point and also notes that, in fact, much human behavior in environments other than the ancestral environment has been shown to be reproductively adaptive. Indeed, "norwithstanding the potentially disruptive effect of environmental novelty, because long-term directional and stabilizing selection are widely evident in all forms of life, it generally is reasonable to at least consider hypotheses that hold that the mechanisms underling behavior, as well as the behavior itself, will develop in a manner that leads to adaptive outcomes” (Turke, 1990a:316). Turke goes on to argue that it is important to determine when behavior in modern environments is or is not adaptive, because this throws important light on the nature of underlying psychobiological mechanisms.

My own position on this unresolved debate is that the Darwinian psychologists are suggesting a position that is too narrow and restrictive. We certainly need to be sensi-
tive to the fact that a good deal of behavior in modern social environments may be non-adaptive or even maladaptive and only explicable in terms of adaptations that arose in the ancestral environment. Nonetheless, Turke makes a convincing point when he argues that much modern behavior is adaptive and that the study of modern adaptiveness versus nonadaptiveness is important in yielding an understanding of underlying psychobiological mechanisms (cf. Janicki and Krebs, 1998). Charles Crawford (1998) argues that most environments since the ancestral environment probably have not differed that much from it in terms of the production of adaptive behavior. As Crawford notes, in what I think is an especially telling point, since the social changes over the past 10,000 years have been the result of human action, it is reasonable to assume that these changes have reflected human limitations and predilections and thus have been adaptive products. Most sociobiologists follow in the tradition of Darwinian social science, and in later chapters we shall examine many of the research findings they have produced that demonstrate the adaptiveness of much modern behavior.

SOCIOBIOLOGY AND THE PROBLEM OF PREFERENCES

In chapter 6 I argued that because rational choice theory appears unable to deal with preferences we will have to turn to other theoretical approaches for help in this regard. It was suggested that the most promising approach for the identification of basic human preferences is sociobiology. As Eric Alden Smith and Bruce Winterhalder (1992a:49–50) have pointed out, considerable evidence “suggests strongly that some significant portion of the preferences and beliefs exhibited by humans in diverse times and places have been shaped directly or indirectly by natural selection.” Larry Arnhart (1998) has identified twenty basic “categories of desire” that he believes are a fundamental part of the human biogram:

1. A complete life: Humans generally desire life, and a complete or long life, and can only be fully happy if they live out their full life span.
2. Parental care: Humans generally desire to care for their children, and children desire the care of adults. Despite the burdens of child care, parents are normally highly motivated to provide it.
3. Sexual identity: Sex is the most important dimension of personal identity, and humans strongly desire to categorize themselves as male or female. Women tend to be more nurturant than men, and men are more inclined than women to attain dominance and seek high-status positions.
4. Sexual mating: Humans strongly desire sexual coupling, and every society displays intense interest in sexuality. Men generally prefer to mate with young, attractive women, whereas women seek to mate with men who have high status and economic resources.
5. Familial bonding: Humans generally desire to live within families, the core of which is a mother with her children. All societies provide some arrangement for marriage, and kin relations are among the most important relations in every society, if not the most important.
6. Friendship: Humans generally seek social relationships based on mutual affection and shared interests, and humans can have enduring friendships with only a few people.
7. Social ranking: Humans generally seek social recognition through ranking in comparison with others, and they attain status by way of gaining prestige, honor, and fame.
8. Justice as reciprocity: Humans have a natural sense that justice requires returning benefit for benefit and injury for injury. Humans are inclined to feel the emotions of gratitude, love, and benevolence in response to the benefits conferred on them by others.
9. Political role: Humans are political animals by nature; they have a natural tendency to struggle for power and control.
10. War: Humans generally desire to engage in war when such a course of action will advance their interests.
11. Health: Humans generally desire to live lives that provide adequately for their bodily needs. Much of social life is devoted to satisfying the desires that are fundamental to a healthy life.
12. Beauty: Humans generally desire beauty in the human body, and esteem the bodily signs of health and vigor. They adorn their bodies for pleasing display, and men generally prefer women whose bodies show signs of youth and nubility.
13. Wealth: Humans generally desire the economic goods necessary for a healthy and flourishing life.
14. Speech: Humans generally desire to communicate about themselves and their world, and children are naturally adapted to learn the language of their group or society.
15. Practical habitation: Humans are creatures of habit, and it is through this that they seek to manage their appetites and passions.
16. Practical reasoning: Humans seek to deliberate in a rational manner about what a good life is and to organize their actions to conform to their notion of a good life.
17. Practical arts: Humans generally desire craftsmanship.
18. Aesthetic pleasure: Humans desire and receive pleasure from their own artistic creations and the natural environments in which they live. Humans take pleasure in such activities as singing, dancing, playing musical instruments, painting, and decorating objects. They also take pleasure in the natural landscapes that resemble the environments in which they first evolved.
19. Religious understanding: Humans generally desire to understand the world by means of postulating the actions of supernatural powers.
20. Intellectual understanding: Humans generally desire to understand the world through the use of the intellect in ways quite apart from religious understanding.

Arnhart claims that these twenty categories of desire "are universally found in all human societies, that they have evolved by natural selection over four million years of human evolutionary history to become components of the species-specific nature of human beings, that they are based in the physiological mechanisms of the brain, and
that they direct and limit the social variability of human beings as adapted to diverse ecological circumstances” (1998:36). As we can see, this list of categories overlaps significantly with the list of human universals discussed earlier. Although Arnhart probably considers his list exhaustive, I can think of at least two important categories of desire that he omits. Everywhere humans display a desire to minimize toil and to carry out burdensome activities by minimizing their expenditure of time and energy, a basic principle that has been called the Law of Least Effort (Zipf, 1965). This seems to be an extremely important limiting factor in all human societies, and I would add it as a twenty-first category of desire. In addition, people have an extremely strong desire for group identity, especially as it is expressed in terms of cultural, ethnic, or national affiliations (van den Berghe, 1981a; Reynolds, Falger, and Vine, 1986). This can be added as a twenty-second category of desire. Many of these categories of desire will be explored at length in the chapters to come.

THE ANTISOCIOBIOLOGICAL REACTION

As soon as sociobiology proper got started with the publication of E.O. Wilson’s book in 1975 it immediately engendered a storm of controversy. It was attacked as pushing a reactionary philosophy and as being just a new form of social Darwinism. At the annual meetings of the American Association for the Advancement of Science in Washington in 1978, E.O. Wilson was the target of some of the antisociobiological crowd. As he was speaking, someone ran up to him and dumped a pitcher of water on his head, and at the same time several people stood up in the audience denouncing sociobiology, saying that it should not be taught in universities (Pines, 1978). This last point has been uttered many times by others.

Some of the best-known critiques of sociobiology have been made by the Sociobiology Study Group of People for the Science (1976), Marshall Sahlins (1976a, 1976b), Lewontin, Rose, and Kamin (1984), and Marvin Harris (1979). The Sociobiology Study Group of Science for the People is a group of academics, many of them political radicals, that includes such prominent scholars as the paleontologist Stephen Jay Gould and the geneticist Richard Lewontin, both Marxists in political outlook. This critique focused mostly on E.O. Wilson, the “founder” of sociobiology and its leading representative at that time. The critique’s basic claim, repeated over and over, was that sociobiology is just another in a long line of biological determinisms whose main aim is to justify the status quo and legitimize present and past social arrangements. Wilson was accused of basically engaging in political advocacy shrouded in science. The critics charged that sociobiologists’ claims for social behavior bear a remarkable similarity to modern market-industrial-entrepreneurial society, with its dog-eat-dog competition and search for profits, power, and status; that no evidence is offered by sociobiologists, beyond the arbitrary postulation of genes, for their claims for the biological basis of behavior; that there is no evidence whatsoever for a genetic basis for social behavior; that sociobiology grossly overemphasizes the role of adaptation in human behavior; and that sociobiology is really a deeply conservative political ideology. They also argued against sociobiological claims for a biological basis to warfare, holding that warfare in band and tribal societies is seldom lethal to more than a few individuals. Warfare in such societies, they said, generally takes the form of minor skirmishes, and the wounding of one individual may be sufficient to call a halt to the “war.” As we shall see, all of these claims are false, most of them badly so.

Marshall Sahlins’s (1976a) critique, published only a short time later, consisted of two main parts. First, he tried to demolish kin selection theory. He argued that the ethnographic record shows that human kinship systems are actually organized in ways that run completely counter to the predictions of kin selection theory. Kinship, he said, is organized culturally—by social definitions of who is and is not close kin—rather than by actual genetic relatedness. Culture can make a genetically distant relative a close kinsman and vice versa. Second, Sahlins claimed that sociobiology is an intellectual product that has been deeply shaped by the capitalist society of which it is a part. Sociobiologists take the competitive, highly acquisitive nature of modern capitalist society, which is a distinctive and unique type of society, and project it onto all of human society and all of human nature. Thus, sociobiology suffers from a serious ideological bias. Evolutionary biology has degenerated into ethnocentrism. Sociobiologists apply “the model of capitalist society to the animal kingdom,” then reapply “this bourgeoisified animal kingdom to the interpretation of human society” (Sahlins, 1976a:101). Sahlins quoted from a letter from Marx to Engels: “It is remarkable how Darwin recognizes among beasts and plants his English society with its division of labor, competition, opening up of new markets, ‘inventions,’ and the Malthusian ‘struggle for existence.’” However, what Sahlins failed to recognize is that Marx did not conclude from this that Darwin was therefore wrong. Marx actually had great admiration for Darwin and generally accepted his theory of evolution by natural selection. He thought Darwin was right despite the fact that his ideas may have been stimulated by the nature of the society in which he lived.

Sahlins’s critique, as we shall see, misses the mark widely. The theory of kin selection is not nearly as easily demolished as he imagines, and his notion that sociobiology has simply projected the character of capitalist society onto nature and then reprojected this assumed nature back onto society is exceedingly simplistic and rings hollow. What then of the critique by Lewontin, Rose, and Kamin (1984)? Their critique has much the same strident political tone as the Science for the People critique. Sociobiology is charged with being a biological determinism bent to the service of an ideology that attempts to legitimize inequality. Remarkably, the authors claim that there is no evidence for the actions of genes on behavior! It would seem that these authors would like nothing more than to ban sociobiology from universities, and if they could get away with it they probably would. One of the most obvious things about this critique is that it is Lewontin, Rose, and Kamin themselves who are pushing a political ideology, not the sociobiologists. There is very little evidence that sociobiologists are motivated by anything except the desire to attain scientific truth, but the evidence is overwhelming that Lewontin, Rose, and Kamin are politically motivated. They are simply beside themselves with fury over what they see as any form of biological determinism. As Vincent Falger (1984:131) has noted, “the radical critics, who make great fuss of undesirable political
use of sociobiology, themselves are the main and not least dangerous ideological abusers of sociobiology."

Marvin Harris’s critique of sociobiology is greatly overblown and, I shall argue, quite unnecessary, but it at least has the merit of being a scientific critique largely devoid of political motivation or irrevocable. Harris’s objections to sociobiology can be more or less summed up in the following way. First, Harris does not deny that there is such a thing as human nature; it exists and social scientists should try to describe it. However, he claims that even if sociobiological claims about human nature are correct, this would at most allow the sociobiologists to provide an understanding of the similarities between societies and could shed no light on their many important differences. This is exactly what I thought myself a quarter-century ago when I first encountered sociobiology, but the work of many sociobiologists since that time has convinced me that this notion is wrongheaded. As noted earlier, much of what is in the human biogram consists of facultative traits that cause people to respond in different adaptive ways to different environments. Second, Harris believes that the sociobiologists are committed to expanding the size and scope of human nature, whereas cultural materialists attempt to reduce the content of human nature to the smallest possible inventory of items. Harris claims that, in fact, human nature consists of only a few basic traits. These traits, which Harris calls biopsychological constants, are that people need to eat and prefer nutritious and high-protein diets with adequate calories, prefer to carry out tasks by minimizing their expenditure of time and energy, are highly sexed and generally prefer heterosexual sex, and need love and affection and will strive to increase the amount of those things that others will give them. Harris analyzes thirteen characteristics of human nature identified by Wilson (1977) and attempts to show that these traits are not under any genetic control. Harris (1979:134) comments that the

attempt by sociobiologists to add what are at best dubious and hypothetical genes to the human behavioral repertoire leads to the misrepresentation of human nature based on an erroneous construal of the course of human evolution.... Even if the dubious hypothetical genetic predispositions of sociobiological human nature actually do exist, knowledge of their existence can lead only to an understanding of the outer "envelope" (to use a metaphor proposed by Wilson ... ) within which cultural evolution has thus far been constrained. It could not lead to an understanding of the differences and similarities within sociocultural evolution.

Harris agrees that humans have a nature, but, apart from the biopsychological constants just mentioned, this nature is basically limited to their extraordinary capacity for culture and learning made possible by their large brains and their linguistic abilities. As I will argue in the next chapter, the evidence is rapidly mounting against the notion that the human brain is just some sort of general, all-purpose mechanism which makes humans solely dependent on learning for adaptation, and that it is in fact a complex composite of special-purpose mechanisms.

In his book Sociobiology: Sense or Nonsense? (1985) Michael Ruse, a philosopher of biology, has summarized many of the criticisms and defended sociobiology against most of them. Ruse argues that the political charges are highly unfair and wrongheaded. For all the talk of differences, Ruse says, it is noteworthy that the sociobiologists are really emphasizing the unity of mankind with their search for universal human nature. Ruse also denies that sociobiology is tainted with the ideology of Western capitalism. The critics are reading things into sociobiology that are not there, and are, sad to say, hysterical and paranoid. Sociobiology does not require anyone to endorse any aspect of Western ideology. Many sociobiologists are women who are active feminists. No one is saying that because evolution has worked in a particular way that it is therefore good. No sociobiologist is trying to say that some groups are inferior to others, or that men are superior to women. Regarding gender, sociobiologists would simply say that the sexes differ, not that one is better than the other. And sociobiologists do not say that people have to stay in the roles for which they were selected in biological evolution. Moreover, sociobiology does not paint a picture of humans as nothing but selfish individuals. It also stresses reciprocal altruism, cooperation, and people’s conceptions of fairness. Human nature makes people cooperative just as it makes them competitive.

Sociologists have probably been more antiasociobiological than any other social scientists. I have long observed very strong sentiment against it among sociologists everywhere. In the Sanderson and Ellis (1992) study, sociobiology was shown to have a pitiful representation among sociologists, with only about 2.5 percent of sociologists identifying with it in any way. In the same study the national sample of sociologists was asked twelve questions dealing with the degree to which they thought biological factors were important determinants of human behavior. The twelve questions dealt with the following dimensions of human behavior: sexual orientation, delinquency and minor crime, serious crime, alcoholism, academic achievement, lifetime earnings, race differences in academic achievement, attitudes toward racial and ethnic minorities, marital stability, sex differences in occupational interests, sex differences in aggressive crimes, and sex differences in child nurturance. The results showed very little support for biological factors. The sociologists were most apt to see sexual orientation, alcoholism, and academic achievement as having biological determinants, but they only saw biology playing a minor role (about 27 percent of variance explained). Across all twelve dimensions the respondents saw biological factors contributing only about 14 percent of the total variance, thus giving social and cultural factors an overwhelming 86 percent of the explained variance. In a more recent study of sociological theorists, Jane Lord and I (Lord and Sanderson, 1999) discovered extremely weak support for sociobiology. We found that only about 1 percent of theorists identified with it as a primary perspective, and that only another 1 percent claimed it as a secondary perspective.

Considerable evidence suggests that psychologists and anthropologists are a good deal more sympathetic to sociobiology. Leonard Lieberman (1989) has surveyed cultural anthropologists’ degree of support for certain key sociobiological ideas. He asked them whether they thought that certain key notions were useful for research. Here is what he found:

- kin selection: 35 percent agree, 43 percent disagree
- reciprocal altruism: 29 percent agree, 52 percent disagree
- genetic basis of altruism: 18 percent agree, 58 percent disagree
danger comes from radical environmentalist rather than sociobiological theories of society. In his words (1998b:40):

A theory that there is no human nature would imply that humans could easily be programmed to accept all manner of exploitation, including slavery. From a radical environmentalist perspective, it should not matter how societies are constructed, since people should be able to learn to accept any type of social structure. Women could easily be programmed to accept rape, and ethnic groups could be programmed to accept their own domination by other ethnic groups. The view that radical environmentalism is not socially pernicious also ignores the fact that the communist government of the Soviet Union murdered millions of its citizens and later engaged in officially sponsored anti-Semitism while committed to an ideology of radical environmentalism.

We should not refuse to construct social theories just because there is the possibility they will be misused. Actually, I would claim that, if the sociobiologists are right, then failure to acknowledge what they are saying is a sure way to guarantee that we will never be able to change society in ways that we want. We can only change society properly if we recognize the kinds of biological constraints on human behavior that likely exist. If we do not recognize them and they are important, then we will surely fail in our change efforts. It will not do any good to put our heads in the sand and deny the importance of biology just because we are afraid of the possible consequences. To change something one must have a good understanding of what that something is like and what would be involved in trying to change it.

There is another threat perceived by sociologists, though, that we need to recognize. Most sociologists believe that their claim to importance is to show that social and cultural forces shape everything. They seem to feel that without this they have nothing to distinguish themselves and make themselves important. We might call this sociologists’ “Durkheimian mandate”. Social facts can only be explained in terms of other social facts. Stressing the importance of biology, they think, undermines this, and robs their discipline of its unique importance. Thus sociologists feel threatened disciplinarily (Udry, 1995). As Pierre van den Bergh (1990:180) has noted, “Antireductionism is a territorial display of sociologists, especially against their nearest intellectual rivals, the psychologists.” However, sociologists are going to have to change their stripes on this matter or be at serious disciplinary risk in the near future (Udry, 1995; Ellis, 1996). The evidence in favor of sociobiological arguments is growing by leaps and bounds, and most of it is unknown to sociologists because they do not bother to read the books and journals containing this information. If sociologists continue to deny the importance of biology, within twenty years or so, by which time the evidence for biology will have become much more massive, they are going to look increasingly foolish both within the academy and to the larger educated public. They will risk becoming seriously marginalized, if not destroyed, as a discipline.

My grand conclusion is that sociobiology has a great deal to teach us. It is an extremely provocative approach that has produced some extraordinarily important results. But it has limits, too. Sociobiological approaches work best in the areas of sex, gender, kinship, and family life, for reasons that are obvious. It can contribute to other areas of
human behavior, but it can go only so far. It can contribute little, for example, to the study of macrodynamics and long-term historical change, except by way of showing how biology constrains the kinds of changes that are likely or unlikely to occur (see Sanderson, 1999:403–28). Social and cultural factors, themselves built up over the generations and millennia as the result of biological influences, also matter greatly and must be given their due as frameworks constraining human action. Sociobiologists, though, have never denied this. Any good social scientist should take a biocultural perspective, one that shows the complex interaction of biology and society in human behavior. The main problem with sociobiology is simply that it is an incomplete approach. Although it is an excellent foundation on which to build a general theory of human society, by itself it is not enough. Much more is happening in social life than the efforts of individuals to maximize their inclusive fitness. Sociobiology needs to be combined in a very selective way with those other social theories that have worked best. The achievement of that objective is my next aim in this book.

NOTES

1. Some of the most important general works in sociobiology are Barash (1977), Daly and Wilson (1978), Dawkins (1976), R. Alexander (1979), Symons (1979), Lopreato (1984, 1989), Trivers (1985), Ruse (1985), Barkow (1989), Barkow, Cosmides, and Tooby (1992), Badcock (1991), Maxwell (1991), Tooby and Cosmides (1989a, 1990), Nielsen (1994), Crippen (1994), Crawford and Krebs (1998), Lopreato and Crippen (1999), Bus (1999), Low (2000), Cronk, Chagnon, and Irons (2000), and Gaulin and McBurney (2000). A collection by Bergiz (1997) reprints many classic articles. Ullica Segerstråle (2000) has written an excellent history of sociobiology and the debates and controversies that have centered on it. Her long work is packed with juicy tidbits of inside information often obtained in interviews with the principals. The authors of some of these works prefer the label evolutionary psychology rather than sociobiology, a distinction that will be explained later in this chapter. The works by Crawford and Krebs, Bus, and Gaulin and McBurney, for example, are intended as handbooks or textbooks in evolutionary psychology, which is regarded by these authors as a paradigm within the discipline of psychology. It should be noted that some evolutionary psychologists are not affiliated with the discipline of psychology; such scholars are more likely professional anthropologists. Cronk, Chagnon, and Irons (2000), cited above, prefer the name human behavioral ecology, but it is very similar to sociobiology.

2. A more complete understanding of sex differences in reproductive and mating strategies requires an understanding of the neo-Darwinian concepts of sexual selection and parental investment. These concepts are discussed in later chapters as they become more directly pertinent.

3. Concerning the alleged politics of sociobiology, Pierre van den Berghe (1981; quoted in Segerstråle, 1992:201) has said the following: "Actually, a review of the politics of leading sociobiologists would lend more credence to the contention that sociobiology is a Communist conspiracy; J.B.S. Haldane, who is generally credited for having first hit on the notion of kin selection—a theoretical cornerstone of sociobiology—was a leading member of the British Communist Party; so was John Maynard Smith. E.O. Wilson and most other leading sociobiologists are left-of-center liberals or social democrats. 'Racist' Trivers is even married to a Jamaican and is heavily involved in radical black politics." Van den Berghe himself, the leading sociobiologist among sociologists, has long been a foe of racism and social inequality, and I suspect that if...
Reproductive Behavior

The natural man has only two primal passions, to get and to beget.

—Sir William Osler

For the woman, the man is a means; the end is always the child.

—Friedrich Nietzsche

Literature is mostly about having sex and not much about having children. Life is the other way around.

—David Lodge

This chapter is devoted to showing how biomaterialist, ecomaterialist, and even polimaterialist theories are all necessary to make sense out of some important dimensions of human reproductive behavior. Human reproductive strategies are highly facultative, and thus are the product of complex interactions between biological predispositions and a range of environmental conditions.

SOCIAL STATUS AND REPRODUCTIVE SUCCESS

Lee Ellis (1995) has conducted an exhaustive review of research (hundreds of studies) on the relationship between dominance and reproductive success in a wide range of animal species. Reproductive success for males is measured among animals in terms of number of copulations, number of copulations with estrous females, or number of offspring sired. Usually it is the first of these.

Ellis's main findings may be summarized as follows: Ignoring both sex and species, about 75 percent of studies using primary indicators of reproductive success report a positive relationship between dominance and reproductive success, and about 80 percent of the studies report a positive relationship when secondary indicators of reproductive
success are used. For males only, the findings are stronger. For nonprimate males, 89 percent of studies using primary indicators and 96 percent of studies using secondary indicators report a positive relationship. For nonprimate females, the corresponding numbers are 74 percent and 88 percent. For primate males, the numbers are 69 percent and 96 percent, and for primate females the numbers are 63 percent and 69 percent.

Geary (1998) summarizes research which shows that in one group of wild savannah baboons a single male sired 81 percent of the offspring born during a four-year span. In the years preceding and following his reign, he fathered only 20 percent of the offspring. Research on three groups of wild long-tailed macaques shows that the dominant male fathered between 52 and 92 percent of the offspring, but the low-ranking males collectively sired only between 2 and 9 percent.

Ellis goes on to elaborate a theory as to why some studies found no relationship between dominance and reproductive success. He argues that most of the variance in the relationship results from differences in resource availability. When resources are extremely plentiful, or when they are very difficult to monopolize, there should be little relationship between dominance and reproductive success. It is when resources become scarce, or when they are highly concentrated or clumped, that dominance has an important relationship to reproductive success. Under these conditions, the dominant males tend to exert more control over resources and can use this control to attract mates.

There is abundant evidence that social status and reproductive success are closely linked in humans as well. Most human societies are polygynous, and it is most often the dominant males who have the most wives. This is an extremely common pattern in all types of societies all over the world and throughout history. As Péruze (1993) observes, the close link between social status and reproductive success has been observed for such widely diverse societies as the Yomut Turkmen, rural Trinidadians, the Iñupiat of the Western Arctic, sixteenth-century Portuguese, the Kipsigs of East Africa, nineteenth-century Englishmen, and Swedish and German peasants. Indeed, Bobbi Low (2000) points out that there are at least 100 carefully studied societies in which high male status and reproductive success are closely associated. There is every reason to think that this is a true human universal or at least a near universal. (See Péruze, 1993, and Low, 2000, for lists of studies.)

Laura Betzig (1986) notes that men compete for women in all societies, that women are the chief source of conflict between men in many societies, and that it is the dominant males who gain access to more women. The famous Shinbone of the Yanomamö had 43 children. Shinbone's father had 14 children, 143 grandchildren, 335 great-grandchildren, and 401 great-great-grandchildren. According to Betzig, "the evidence is overwhelming that rich and powerful men do enjoy the greatest degree of polygyny cross culturally." (1986:34). Betzig closely examined 18 highly stratified societies that she calls "despotic societies." In all of these societies rulers were highly polygynous, many having large harems of nubile women. In Dahomey there was a close parallel between the social hierarchy and the reproductive hierarchy. In ancient Israel, men of royal status had many wives and concubines. King Solomon was reported to have had 700 wives and 300 concubines. Among the Zande of Africa the king had at least 500 wives, and even chiefs had anywhere from 30 to 100 wives. Among the Inca of Peru, there was a direct correlation between rank in the political hierarchy and the number of wives a man had. "Principal persons" got 50 women, leaders of vassal nations were allowed 30, heads of provinces of a hundred thousand people received 20, leaders of a thousand people got 15 women, administrators of five hundred people got 12 women, and so on down to the "poor Indian," who took anyone who might be left. It is in these highly stratified preindustrial societies that polygyny is greatest. Using a sample of 99 preindustrial societies, Betzig found a correlation of .719 (Pearson r) between the degree of despotism and the degree of polygyny. The more power men have, the greater the number of wives they can command, and thus the greater their reproductive success. In societies where the power differentials between men are small, the most dominant men usually have only three or four wives.

It is commonly argued that in modern industrial societies there has been something of a reversal of the relationship between status and reproductive success. Higher-status individuals in modern societies seem to have fewer children, on average, than those of lower status. How can we explain this apparent violation of the general principle that social status leads to reproductive success? Some, such as Vining (1986), suggest that in modern societies people gain increased interest in creature comforts, and that children interfere with these enjoyments. This kind of argument fits Lopreato's Modified Maximization Principle. Daniel Péruze (1993) distributed questionnaires to 3,000 students at two French-speaking universities in Montréal, Canada, nearly half of which were completed and returned. He found that, although higher-status males in his sample did not have greater reproductive success than lower-status males, the higher-status males did have much more sex, or what Péruze calls "potential conceptions." More specifically, Péruze found that measures of occupational prestige and on-the-job power together explained about 60 percent of the variance in the number of potential conceptions. Péruze concludes that his data support the general biomaternalist argument linking social status and reproductive success, because higher-status men in industrial societies would be having more reproductive success than lower-status men were it not for modern contraception and modern socially imposed monogamy.

Van den Berghe and Whitmeyer (1990) have challenged the notion that the relationship between social status and reproductive success is reversed in industrial societies. They claim that this has not occurred in Japan; that a German census for 1981 showed that the fertility of wives increased with increases in their husbands' income; and that in the United States in both 1960 and 1970 the childlessness of wives decreased as their husbands' income increased. They also refer to data (Simon, 1974) from postdemographic transition Sweden, West Germany, and New Zealand showing that socioeconomic status and fertility are positively related in those countries. They also note that, when they remarry, higher-status men are more likely than lower-status men to wed younger, more fertile women, and thus to produce more offspring by second or third wives. Moreover, a Forbes 400 study (Essock-Vitale, 1984) showed that the U.S. superrich have an average fertility of 3.1 compared to a rate of 2.7 for the American population as a whole.

Van den Berghe and Whitmeyer suggest that three different reproductive strategies can be found in industrial societies. In order to understand their analysis, we first need
to understand the distinction between r and K selection in animal species (MacArthur and Wilson, 1967; Pianka, 1970; E. O. Wilson, 1975). r-selected species tend to be small animals that leave many offspring but provide little or no parental care. K-selected species, by contrast, are larger animals that leave fewer offspring but that provide much more parental care. Within the same species organisms may vary along the r-K spectrum depending on environmental conditions, being more r in some environments (typically less predictable environments) and more K in other environments (usually more predictable environments). The r-K distinction shows that there is a tradeoff between mating effort and parental effort. The higher the mating effort, the lower the parental effort, and vice versa. Humans are a highly K-selected species, but they have been shown to behave in more r-like ways under certain conditions.

According to van den Berghe and Whitmeyer, in modern industrial societies the stable working class and the middle and upper-middle classes tend to follow an extreme K strategy. Here people limit themselves to two or three children in whom they invest heavily. There is a quality-quantity tradeoff in favor of quality. Parental investment involves high-intensity care and the investment of economic and educational resources in order to equip offspring for success in a highly competitive environment (cf. Kaplan, 1996). A second strategy is employed by the upper classes, whose members can have both quantity and quality. This is a less extreme K strategy. Finally, the lower classes, especially stigmatized racial or ethnic minorities, adopt a more r strategy. Here fertility is higher and parental investment is lower; quantity is preferred over quality as a strategy of reproductive success.

Whatever may turn out to be the relationship between social status and reproductive success in modern industrial societies, the key arguments of a Darwinian bioculturalist perspective are not overturned. Even if high-status men are not leaving more offspring, they appear to be having more sex with more partners and thus having more "potential offspring." Given such behavior, they would have had more offspring in the ancestral environment.

INFANTICIDE

Sarah Blaffer Hrdy (1979) has shown that infanticide is widespread among animal species. Usually it is adult males who kill infants, but females are sometimes involved. Infanticide by adult males occurs among all higher primates (Old and New World monkeys and apes). Hrdy indicates five reasons for infanticide, four of which suggest that infanticide is an evolved adaptation:

- Exploitation: The killers may directly benefit from an infant's death; they might eat it, for example, or use it as a "buffer" in fights with others.
- Resource competition: Killing an infant may give the killer or his or her descendants access to more resources.
- Parental manipulation: A parent might kill an infant because it is defective in some way, because inferior ecological conditions might make its survival difficult, or because there are older offspring whose well-being would be harmed if resources are devoted to the new infant.
- Sexual selection: Adult males may kill offspring if they are not the killer's descendants and if the killing of these offspring would enhance the killer's opportunities to breed. For example, if a male kills a female's offspring sired by another male this will bring him into estrus again and allow him to mate and breed with her.

Infanticide is also a relatively common form of human behavior. It has been found in all types of societies, including modern industrial societies, as well as throughout history (Daly and Wilson, 1988; Hrdy, 1999). At first glance, infanticide seems utterly to contradict the notion of kin selection. However, as Daly and Wilson (1988) point out, infanticide can be a rational act from the point of view of inclusive fitness maximization if letting a child die helps promote the life or well-being of an older child or children in whom a great deal of time, energy, and resources have already been invested. In other words, parental care should not be indiscriminate. It would make little sense in terms of promoting inclusive fitness to invest in children whose chances of survival are low, and who may take away resources from children with a better chance of survival.

Daly and Wilson point to three basic reasons why parents might not want to invest strongly in a particular child: doubts about paternity; indications that the child is of dubious quality, for example is diseased or deformed; and poor circumstances for rearing, such as food scarcities, lack of social support, or the demands of an older child. Using a sample of 60 literate societies (39 of which reported the occurrence of infanticide), Daly and Wilson found extremely strong support for their claim. Out of 112 cases of infanticide, 97 resulted from one of their three basic reasons for expecting infanticide. They found only four instances out of 112 in which infanticide could be said to be damaging to the parent's inclusive fitness. In modern industrial societies, where infanticide still occurs occasionally, the risk to an infant is greatest in the case of a teenage mother, and declines as mothers move into their 20s and 30s. Mothers suffering from difficult economic circumstances are also much more likely to commit infanticide, and infanticide is more common among single than among married mothers.

Daly and Wilson note that the data on infanticide are perfectly consistent with the reality of maternal bonding (cf. Hrdy, 1999). They delineate three stages of bonding: initially the mother assesses the quality of the child and her own circumstances; then she begins to establish an individualized love for the child; finally, there is a gradual deepening of maternal love over the course of years. Thus child-specific parental love is variable, and highly dependent on the extent to which circumstances are favorable. Parental feeling seems to be such that the likelihood of infanticide declines progressively with the age of a child. This reflects the child's growing value to the parent, and we might say that parents have evolved to love children more the older they are because of older children's greater reproductive value. Daly and Wilson give recent data for Canada showing support for the effects of age. They point out that, even though there is often much conflict between parents and teenage children, these children are at very low risk for parental homicide. They are much more likely to be killed by nonrelatives than by relatives. When parents kill older children it is usually the result of such things as depression or insanity.
Kin selection theory predicts that stepchildren should be at greater risk of abuse and homicide, and this is exactly what the data show. In fact, Daly and Wilson show that stepparenthood remains the single most powerful risk factor for child abuse that has yet been identified. They present data showing that children living with substitute parents were about one-hundred times as likely to be the victims of fatal abuse as children living with their natural parents (data are for the United States in 1976). A famous childhood story in Western society is that of Cinderella and her evil stepmother and stepstewards, and Daly and Wilson show that similar stories and cultural themes are found throughout the world.

Daly and Wilson also note that most infanticide is female-selective. This has often been interpreted as the result of male domination (which generates a preference for males), or, by Harris (1974, 1977; Divale and Harris, 1976) and other cultural materialists (Divale, 1972), as a population-regulation mechanism, the idea being that the rate of reproduction is determined by the number of females, rather than the number of males, in a group. However, as Daniel Bates and Susan Lees (1979) have pointed out, there is precious little evidence to support the population-regulation argument, and it is even difficult to imagine how people would be able to track their environment in such a sophisticated way so as to achieve the desired result. An alternative interpretation is that people will normally want to invest more in sons because their reproductive potential is much greater than that of daughters. This leads to the notion that sex-selective infanticide should vary by social class. Mildred Dickemann (1979a) has studied sex-selective infanticide in three highly stratified societies: British India in the nineteenth century, China in the nineteenth century, and medieval and early modern Europe. In all of these societies there was extensive hypergyny (i.e., women's marrying men of higher social status). Because of this, and also because of the practice of polygyny, in the middle and upper classes males had greater reproductive value and so female infanticide was practiced extensively, actually reaching 100 percent in some instances. By contrast, among the lower classes females had greater reproductive value because they were in demand by the men of higher social classes, and thus male infanticide was more common (although it failed to reach the levels of female infanticide among the middle and upper classes). Dickemann's research thus suggests that sex-selective infanticide springs from an evolutionary psychology that is derived from the attempt to maximize inclusive fitness: Parents invest in the sex with greater reproductive potential.

**PUBERTAL TIMING AS A FACULTATIVE TRAIT**

In a fascinating article, Draper and Harpending (1982) have suggested that in societies in which males generally invest heavily in their offspring, females tend to delay sexual bonding and to be very selective in regard to mate choice. On the other hand, in societies, or segments of societies, in which males provide little parental effort, females may adopt a reproductive strategy that emphasizes an early start to reproduction combined with little or no concern for mates. The authors point out that in the United States, adolescent girls from father-absent homes 'show precocious' sexual interest in boys, a denigrating attitude toward males and masculinity, and little interest in maintaining sexual ties to one male' (1982:263). These behavior patterns are widespread among lower-class American blacks, but are also found to some extent among lower-class whites.

Draper and Belsky (1990) point to studies showing that girls from divorced homes reach puberty and begin sex earlier than girls from intact homes. These findings, plus those of Draper and Harpending mentioned above, suggest to them that girls from father-absent homes are following a more r-like strategy than other girls. They begin reproduction early and emphasize quantity over quality. Reproductive strategies are facultative traits which allow the organism to assess the environment and respond accordingly, as Belsky, Steinberg, and Draper (1991:653) explain:

What evolutionary mechanism . . . would underlie an accelerated reproductive schedule in the context of unfavorable environments such as poverty or social and familial instability, as we propose? We point again to the maxim that organisms have been selected to reproduce themselves and to attend to important environmental cues in the process. In the absence of indications that delayed maturation and reproduction can have benefits, early sexual activity and high fertility have much to recommend them. This strategy may be associated with higher offspring mortality, but from the point of view of fitness, individuals living in such adverse circumstances who delay reproducing may well be selected against (i.e., leave few or no offspring). In such an environment, a man who invests disproportionately in one woman and in children (who may not be his own) will leave relatively few of his own offspring behind. Likewise, a young woman who waits for the right man to help rear her children may lose valuable reproductive opportunities at a time when her health and physical capability are at their peak and when her mother and senior female kin are young enough to be effective surrogates.

Recent studies of the effects of early family environment on reproductive strategies have been carried out by, among others, Kim, Smith, and Palermoti (1997), Ellis et al. (1999), and Ellis and Garber (2000). Kim, Smith, and Palermoti studied 380 secondary school students (197 females and 183 males) in two communities in southern Italy. They found that, for women, earlier menarche was correlated with more family stress throughout childhood, more unhappiness in parental marital relations throughout childhood, more conflict with mothers, more rejection from fathers, less emotional closeness to mothers, and more independence from parents in late childhood. For men, earlier spermmarche was correlated with more parental marital conflict in early childhood, less emotional closeness to fathers during childhood, and more aggressiveness and unruliness in late childhood. However, most of the correlations obtained by the authors were relatively low, and it is therefore hard to say how theoretically significant (as opposed to statistically significant) the findings are.

Ellis et al. (1999) used a data set from a longitudinal study of 281 girls in the United States to analyze the effects of a variety of environmental variables on pubertal timing. These variables mainly involved family stressors and the quality of family relationships. The authors found that the single most important factor related to pubertal timing was what they called "father-daughter affectionate-positivity." The more affectionate and positive the relationship between fathers and daughters, the later daughters reached puberty, and father-daughter positivity predicted pubertal timing much better than
mother-daughter positivity. However, in contrast to Belsky, Steinberg, and Draper (1991) and other studies, Ellis et al. found that negative relationships within the family were not correlated with pubertal timing.

Ellis and Garber (2000) studied the effects of the presence of stepfathers or mothers' boyfriends on girls' pubertal timing in a sample of eighty-seven American girls. They found a correlation of $r = -.37$ between a girl's age and the entry of an unrelated father figure into her household. Thus, the younger a girl was when this father figure appeared, the earlier her pubertal timing. More importantly, Ellis and Garber found a strong relationship ($r = .67$) between the level of dyadic stress (i.e., stress between a mother and her romantic partner) in stepfather/boyfriend families and a girl's maturation timing, which indicates that girls reached puberty earlier when this stress was greater. In the biologically intact families in the sample, there was little relationship between dyadic stress and pubertal timing ($r = .15$). In contrast to the Ellis et al. (1999) study, this study does provide support for the importance of family stressors.

These studies and similar ones clearly suggest that the timing of sexual maturation (and thus potential reproduction) is influenced by key environmental circumstances, especially those involving the family environment. Reproductive strategies, perhaps more than any other human trait, are highly facultative in nature (cf. Chisholm, 1999:149–202).

FERTILITY DECLINE IN THE MODERN WORLD

A well-known feature of life in less-developed countries is the presence of a large number of children per family. Compared to couples in the developed world, couples in less-developed countries produce a good many more offspring. Yet in recent decades there has been a substantial and, to some at least, a surprising reduction in fertility rates. Between 1960 and 1990, total fertility throughout the world fell from 5.56 to 4.29 children per ever-married woman, a 23 percent reduction. Efforts to explain this reduction, as well as efforts to explain fertility reduction in the countries of the original demographic transition of the nineteenth and twentieth centuries, have varied widely.

One of the most widely endorsed theories holds that people adjust their fertility levels to the economic value of children's labor. A major proponent of this ecomaterialist view is Marvin Harris (1989; Harris and Ross, 1987), who draws on research by Mamdani (1972), Benjamin White (1973, 1982), Nag, White, and Peet (1978), and Nag (1983). Harris notes that in societies or regions where the economy is still based on agriculture very young children typically perform such tasks as gathering firewood, carrying water for cooking and washing, grinding and pounding grains, taking food to adults in the fields, sweeping floors, and running errands. Older children are involved in cooking meals, working full time in the fields, hunting, herding, fishing, and making pots, containers, mats, and nets. Under these conditions, it is rational for people to keep their fertility high to maximize the economic benefits their children provide for them. The shift from high fertility to low fertility results, Harris claims, mainly from the changing economic value of children's labor with industrialization. As children cease to be economic assets—become, in fact, very costly to rear—it is much more rational for couples to limit their numbers. The same type of argument has also been pressed by a number of demographers. John Caldwell (1976), for example, holds that the key issue is the direction of wealth flows between parents and children. High-fertility societies—primate and traditional societies—are those in which wealth flows are primarily from child to parent, whereas low-fertility societies—industrial societies—are those in which wealth flows go primarily from parent to child. Ester Boserup (1986) regards occupational change as the crucial factor leading to fertility decline in countries with high-fertility regimes. Boserup presents fertility rates for people in four different occupations in twenty-eight less-developed countries. Those working in agriculture had the highest rate, 8.38. The lowest rate was obtained by workers in professional, managerial, technical, and clerical jobs, 6.74. People working in sales and service and in manual work had fertility rates that were in between, 7.39 and 7.63 respectively. Note, however, that the fertility differences between occupational groups presented by Boserup are relatively small, and that the fertility of the lowest group is still nearly seven children, much higher than is found in the industrialized countries. This suggests that something is amiss with the ecomaterialist argument.

Several demographers have challenged the view that in preindustrial societies the net flow of benefits is from child to parent (Turke, 1989; Low, 1991, 1993a; Low and Clarke, 1992; Kaplan, 1994). Low has claimed that “children's labor is never sufficient to result in a net economic gain to parents” (1993a:184), and Turke (1989:76) goes so far as to argue that in all societies “the net flow of services and resources will usually be from older to younger generations.” Both Turke and Low and Clarke conclude that traditional demographic arguments have had it backwards: People do not use reproductive resources to acquire economic benefits, but rather use economic resources to acquire reproductive benefits. It is the promotion of inclusive fitness rather than the net economic value of children that governs fertility behavior. Hillard Kaplan (1994) has tested the wealth flows argument by using data from three tribal societies in South America, all of which practiced a mixture of hunting and gathering and horticulture. In all three societies fertility was very high—an average of 8.15 for the societies combined—but children in each society were producing far fewer calories than they were consuming. Kaplan's conclusion is that the flow of benefits was overwhelmingly from parent to child rather than the reverse, even taking into consideration other kinds of work that children performed. “The data from all three groups,” he says, “show that even though children were very costly to raise, fertility was high” (1994:763).

A second theory of fertility decline is the biomaterialist argument of Carey and Lopreato (1995). Carey and Lopreato argue that the main determinant of the level of fertility is the level of mortality. According to them, humans have evolved a “two-surviving-children psychology” in which they gear their total fertility to the frequency with which offspring survive to adulthood. Where infant and child mortality are high, fertility will be high in order to replace offspring expected to die before they themselves become reproductive. Likewise, where infant and child mortality are low, and thus where most infants survive to reproductive age, fertility is adjusted downward. If two children born are both likely to survive, why have more? Carey and Lopreato note that Darwin himself
"argued that, despite the tendency of populations to outpace the growth of their resources, a counter tendency toward population stability is a characteristic of all species. The theory of natural selection suggests that, given the real or potential Malthusian scarcity and the associated struggle for existence, the fertility of individuals displays a vigorous tendency to track mortality—a tendency toward a replacement-level reproductive strategy" (1995:616). Carey and Lopreato go on to remark that the original demographic transition itself provides highly suggestive evidence for their interpretation. As mortality levels dropped, fertility dropped even though people were living longer and had more years in which to reproduce. The authors argue that the maximization of inclusive fitness is not a matter of the sheer production of offspring, but rather the production of offspring who are likely to survive and reproduce in the next generation. As they say, "parents who invest their limited resources in fewer rather than more children may also have the greater genetic success" (1995:625). I am skeptical of Carey and Lopreato's argument that people have evolved to aim for only two surviving children, but accept their more general point that fertility should track mortality and that the maximization of inclusive fitness often means having fewer (but higher quality) children. In fact, demographers have long thought that fertility levels should logically be related to levels of infant mortality; numerous studies have been carried out to test this argument, but highly disparate results have been obtained (Matthiessen and McCann, 1978; van de Walle, 1986; Cantrelle, Ferry, and Mondor, 1978). Moderate to high correlations have been found for some countries at some times, but for other countries and at other times low correlations have been reported, and in several instances negative correlations have even been found. On the basis of these studies it is difficult to know what to conclude, but I shall readdress this point shortly.

A third major interpretation of fertility decline, a type of polimaterialist argument, emphasizes female empowerment (Dyson and Moore, 1983; Malhotra, Vanneman, and Kishor, 1995; Handwerker, 1993; Murthi, Guio, and Dreze, 1995; Jejeebhoy, 1995; Penn, 1999). In an early study along these lines, Dyson and Moore (1983) showed that fertility was notably higher in the northern states of India than in the southern states and related this difference to kinship patterns affecting the autonomy of women; greater female autonomy was associated with lower fertility. Malhotra, Vanneman, and Kishor (1995), also studying India, found that where gender discrimination and gender bias in the marriage system were at lower levels, fertility was also lower; the effect of these gender variables remained substantial even when controls for economic development, social stratification, and region were introduced. Murthi, Guio, and Dreze (1995), in yet another study of Indian fertility differentials, focused in particular on the role of female education. They found that female literacy and female labor force participation both exerted negative and statistically significant effects on total fertility. Because the authors presented some of their raw data, I was able to reanalyze them and found that the effect of female literacy was much more important than the effect of female labor force participation. The former correlated at $r = -0.864$ with total fertility, whereas the latter correlated much more weakly, at $r = -0.166$. Handwerker (1993), in a study of Antigua in the West Indies, found that female empowerment in the form of increased education and expanded employment opportunities was significantly correlated with lower fertility. Jejeebhoy (1995) examined fifty-nine studies that explored the relationship between female education and fertility in a large number of countries. Most of these studies showed that greater female education is closely linked with lower fertility. In societies at very low levels of development, small amounts of education do not seem to produce a decline in fertility (or in some cases actually are associated with an increase in fertility), but when greater amounts of education are obtained fertility then starts a continual decline. At higher levels of economic development, even small increments in educational attainment lead to fertility decline. Jejeebhoy stresses, as have others, that education exerts its effect on fertility by way of giving women greater autonomy and empowerment with respect to such things as knowledge, decision-making, physical mobility, feelings and loyalties, and economic behavior.

Sanderson and Dubrow (2000) have performed a series of quantitative analyses designed to provide further empirical testing of each of these theories and to compare their relative explanatory power. They used a sample of 121 nations and data collected largely by the World Bank for the years 1960 and 1990. Gross national product per capita, percentage of the labor force in agriculture, percentage urban, female empowerment, and infant and child mortality were in nearly all cases moderately to strongly correlated with fertility in both 1960 and 1990. The number of physicians in the population was highly correlated with fertility, but it washed out when the infant mortality rate was controlled, so it was dropped from further analyses. Several sets of multiple regression analyses were then carried out. In the first, 1960 fertility levels were regressed on the five independent variables. Collectively, these variables explained approximately 60 percent of the variance in 1960 fertility (adjusted $R^2$), but infant mortality, female empowerment, and percentage urban were clearly the best predictors of fertility, and in that order. As infant mortality fell, fertility fell, and as females became more empowered and more of the population lived in urban areas fertility fell as well. Percentage of the labor force in agriculture largely washed out when the other independent variables were controlled, and thus was an extremely weak predictor. Gross national product was inversely correlated with fertility, as expected, but it underwent a sharp sign reversal when the other variables were factored out. It therefore cannot be regarded as an important predictive variable one way or the other. This analysis was repeated but substituting child mortality (ages one–four) for infant mortality. Matthiessen and McCann (1978) have suggested that if parents are reducing their fertility in response to lower mortality, then what is really important is the rate of child rather than infant survivorship (cf. van de Walle, 1986:210). However, Sanderson and Dubrow's results showed that child mortality was a much poorer predictor of fertility than was infant mortality. In this analysis female empowerment was the best predictor, and child mortality ranked even below percent urban, which was a relatively good predictor.

The third analysis repeated the first analysis but used 1990 levels of all of the variables. Here again infant mortality was the best predictor with female empowerment second. Gross national product, literacy, and percentage urban were very weak predictors, and percentage of the labor force in agriculture was only marginally better. The five independent variables together explained approximately 80 percent of the variance in fertility, with infant mortality and female empowerment explaining the vast majority of this. The next analysis repeated the third analysis but substituted child mortality for infant
mortality. Actually, this analysis used the mortality rate for children aged zero–five (because that was the only measure available in the data set), and thus was a combination of infant and child mortality. These results therefore are not strictly comparable to those in the second analysis. In any event, zero–five mortality was easily the best predictor of 1990 fertility, with female empowerment again the next best. Percentage urban essentially washed out, and the predictive ability of gross national product and percentage of the labor force in agriculture was quite modest. The total variance explained was 80 percent, the vast majority of which was being explained by zero–five mortality and female empowerment.

It could be argued that, if declining infant mortality leads to lower fertility, it can only do so if people are given time to assess its effects over the medium to long run (this is similar to the argument that child mortality should be a stronger determinant of fertility than infant mortality). To test this possibility, Sanderson and Dubrow repeated the third analysis but substituted the 1982 infant mortality rate for the 1990 rate. Here it was found that the predictive ability of infant mortality dropped substantially and that female empowerment became the best predictor. The predictive ability of 1982 infant mortality was not only less than that of female empowerment, but it was only a slightly better predictor than the percentage of the labor force in agriculture. It thus appears that, whatever effect infant mortality has on fertility, this effect is felt quickly rather than after a lag in time.

The final analysis examined changes in fertility between 1960 and 1990 and how they related to changes during the same period of levels of the five independent variables. Together changes in the independent variables explained 55 percent of the variance in fertility change. Infant mortality change was by far the best predictor of fertility change (st. beta coeff. = .551), and change in female empowerment was the only other variable with much predictive ability (st. beta coeff. = -.278).

A second set of analyses was carried out to see if these results could be replicated for the original demographic transition between 1880 and 1940. The sample was a group of twenty-seven countries in North America and Europe (Japan was also included) that are now highly developed or at least have achieved substantial levels of industrialization. Of the two most important predictive variables in the first study, infant mortality and female empowerment, it was only possible to examine the effects of infant mortality. As far as I know, no data exist that would measure female empowerment for these rather distant time periods. However, it is unlikely that there was much female empowerment occurring at these times (especially in 1880 and 1910). Married women were a minuscule proportion of the labor force in all of the now-industrialized societies, and they were much less involved in the educational world than is the case today. Therefore it is probably safe to assume that female empowerment could not have been an important determinant of fertility decline during the original demographic transition, at least on the level that female empowerment has reached today. Sanderson and Dubrow did look, however, at the effects of two other independent variables, percentage of the labor force in agriculture and percentage of the labor force in manufacturing. These were designed to measure the economic value of children’s labor. Thus, the analyses for the original demographic transition test the ecomaterialist theory against the biomaterialist theory.

The results for 1880 show that infant mortality was the best predictor of fertility, with percentage of the labor force in agriculture a close second and percentage of the labor force in manufacturing a distant third. However, the results were weak and all three variables together explained very little of the variance in fertility. The reason for such weak results is probably the data themselves. Older data are often more unreliable than more recent data, and in this case several values had to be estimated for some countries. This interpretation is reinforced by the fact that the data for 1910 and 1940 showed much stronger results. Infant mortality was far and away the most important predictor of fertility rates in 1910. For 1910, infant mortality and percentage of the labor force in manufacturing together explained 72 percent of the variance, and infant mortality explained most of this. The results were not as strong for 1940, but they were still good. All three variables explained 22 percent of the variance, and infant mortality was clearly the leading predictive variable.

One of the most striking findings of the Sanderson and Dubrow study was that both infant and child mortality were much more strongly related (zero order) to fertility than has been found in most previous studies. The average correlation between infant mortality and fertility for 1960 and 1990 was a whopping .808, and the correlation between 1960–1990 infant mortality change and 1960–1990 fertility change was .724. For the 1880 to 1940 data the average correlation was .588. The average correlation between child mortality and fertility for 1960 and 1990 was .732. No previous study has achieved average correlations anywhere near these numbers. It is not clear why Sanderson and Dubrow’s results were so much stronger; one possibility is the higher level of aggregation of their data compared to previous studies.

Sanderson and Dubrow’s results are broadly consistent in one way with those from an earlier study by Lopreato and Yu (1988), who carried out a multiple regression analysis on data from sixty-three contemporary nation-states. Their principal finding was that the number of physicians in the population was the best predictor of fertility, and they regarded their physicians variable as a proxy for the rate of infant and/or child survivorship. They included infant mortality in their regression analysis, but it was not a strong predictor. This is surprising in view of the fact that the infant mortality rate is a direct rather than an indirect indicator of infant survivorship. Sanderson and Dubrow found that both the number of physicians and infant mortality were highly correlated (zero order) with fertility, but, as they expected, the number of physicians washed out when infant mortality was controlled. In this respect their results differ from Lopreato and Yu’s. Nevertheless, Lopreato and Yu interpret their findings in the same way as Sanderson and Dubrow: The survival rate of infants, which is determined in large part by the level of health care in a society, is a major determinant of the level of fertility. Also in a similar way to Sanderson and Dubrow’s study, Lopreato and Yu found that two female empowerment variables, percentage of women in the labor force and percentage of women who are literate, were good predictors of fertility.

Sanderson and Dubrow’s results for the 1960–1990 period thus support both the biomaterialist argument that emphasizes infant mortality decline and the polimaterialist argument that emphasizes female empowerment, but the biomaterialist argument receives stronger support because infant mortality was the best predictor in four of the six
analyses, and also because it was clearly best in predicting actual fertility change. By contrast, their results show weak support for the ecomaterialist argument that fertility is being adjusted primarily to the economic value of children's labor. Three of the standardized beta coefficients for percentage of the labor force in agriculture were not much above zero, and the other coefficients were weak. In terms of percentage of the population living in urban areas, this was a good predictor for 1960 but not for 1990 or for changes during the 1960 to 1990 period. In fact, the beta coefficient with respect to 1960 to 1990 change carried the wrong sign. Finally, it cannot be a simple increase in material wealth or the standard of living that is determining fertility change. Three of the beta coefficients for gross national product were barely above zero and the other three, though substantially larger, were in the wrong direction. The analyses of the original demographic transition, the 1880 to 1940 period, show even more support for the biomaterialist argument. Here infant mortality was easily the best predictor of fertility in all three analyses, and in 1910 it explained well over half of the variance. However, there was slightly more support here for the role of the changing economic value of children's labor, and so this may have been somewhat more important for the original demographic transition than for the 1960 to 1990 period.

Although Sanderson and Dubrow found that fertility does not decline simply because societies develop economically and become wealthier, the transformation of society from a rural and agricultural base to an urban and industrial base is no doubt an important part of the story (even if not in a way that was measured by any of their independent variables). Hillard Kaplan (1996) suggests that modernization has produced a situation in which people reduce the number of offspring they have but invest much more in each: They trade quantity (an r strategy) for quality (a K strategy) (cf. van den Berghe and Whitmeyer, 1990). He proposes that it is the development of skills-based competitive labor markets that is the crucial factor. Such markets have the effect of increasing the importance of parental investment in offspring well-being. In having fewer children but investing more in each, parents are not necessarily maximizing their fitness in the classic sense, even in the long run. However, at the very least they are maximizing the "cultural fitness" of their offspring (and grandoffspring, etc.). Kaplan's argument is highly consistent with the common observation that in modern societies better-educated and wealthier parents tend to have fewer offspring than couples with less education and lower income. Alan Rogers (1995) has argued that the concept of fitness should be expanded to include not only the total number of offspring produced, but also the economic well-being of each offspring. As he puts it, "In a world with heritable wealth, wealth has value over and above its effect on the number of one's offspring. By continuing to earn, a rich person can increase the wealth of descendants several generations removed. Thus, the marginal effect of wealth on fitness may remain positive even among the very wealthy" (1995:34) (cf. Borgerhoff Mulder, 1998).

What is missing in these arguments is any reference to reduced infant mortality. In order for parents to have only two or three children and invest heavily in each child the rate of infant and child surviviorship must be very high, as it is in modern industrial societies. As Wiley and Carlin (1999) have persuasively argued, mother-child attachment will be at its highest in those societies that have both low fertility and low infant mortality, i.e.,

in postdemographic transition societies. "Exclusive attachment," they say, "may . . . be an outcome of low mortality, as parents are relatively assured that their investment will pay off" (1999:153). Strong mother-child attachment (and perhaps even father-child attachment) would seem to be a prerequisite for intensive parental investment.

The importance of female empowerment in the process of fertility decline would seem to fit well into this picture. It has been argued that female empowerment helps reduce fertility because women often regard having a large number of children as a serious burden since it is they who take on most of the duties of child care in all societies; as women are empowered they will be in a better position to act on their desire to have fewer children (Murthi, Guio, and Dreze, 1995; Jejeebhoy, 1995; Penn, 1999).

Unfortunately, the various arguments sketched above only work if we can show that the causal arrows are actually pointing from lower infant mortality to lower fertility, as well as from enhanced female empowerment to lower fertility. With respect to the infant mortality-fertility relationship, a number of demographers have suggested that the causal arrows could be running in the opposite direction (Chowdhury, Khan, and Chen, 1978; Knodel and van de Walle, 1986). In this argument, high fertility leads to high mortality because more children stress family resources and place greater burdens on mothers, both of which produce a poorer level of infant and child care. When fertility declines (for whatever reason) it generates circumstances favorable for a decline in infant mortality. As women have fewer children they are able to provide a higher standard of care to each and thus increase the rate of infant survivorship. A number of demographers have tried to specify the temporal order between mortality change and fertility change. However, the results are highly inconclusive (e.g., Matthiessen and McCann, 1978; van de Walle, 1986; Chowdhury, Khan, and Chen, 1978; Ben-Porath, 1978; Knodel, 1986). For some countries at some times it has been found that infant mortality declined first, but in other countries at other times it was fertility that declined first.

In new research (Sanderson, 2001), I have tried to disentangle the causal relationships between infant mortality decline, female empowerment, and reduced fertility. To test the causal relationship between infant mortality decline and fertility decline I performed a series of panel regression analyses. First, I regressed 1990 levels of fertility on 1960 levels of all of the independent variables, while simultaneously controlling for 1960 levels of fertility. The results showed strong support for the argument that the direction of causation is from infant mortality to fertility. All of the beta coefficients except those for infant mortality and 1960 fertility were small and statistically nonsignificant. The beta for infant mortality was the largest (.586), and it was substantially larger than that for 1960 fertility (.305). Then I made 1990 levels of infant mortality the dependent variable and regressed it on 1960 levels of the independent variables, while at the same time controlling for 1960 levels of infant mortality. Infant mortality in 1960 was by far the best predictor of infant mortality in 1990 (beta = .832), whereas 1960 levels of fertility did not predict infant mortality in 1990 (more accurately, did not predict changes in infant mortality between 1960 and 1990) (beta = -.103). These two panel analyses, then, show that infant mortality decline is causal to fertility decline rather than the other way around.
I also carried out several panel analyses for the 1880 to 1940 period. Unfortunately, these produced mixed and inconclusive results. Infant mortality decline did appear to be an important cause of fertility decline between 1880 and 1910 but not for the 1910 to 1940 period. However, I was able to eliminate the reverse hypothesis for both periods: that fertility decline was the cause of infant mortality decline.

What about the female empowerment-fertility relationship? Two panel analyses were carried out to test for the direction of causation. In the first, 1990 fertility levels were regressed on 1960 levels of the independent variables (infant mortality excluded), while controlling for 1960 fertility levels. The results showed that female empowerment had no causal influence on fertility decline between 1960 and 1990. The beta for female empowerment in 1960 was −.053, whereas that for fertility in 1960 was .411. In the second analysis, 1990 levels of female empowerment were regressed on 1960 levels of the independent variables (again, infant mortality excluded), while controlling for 1960 levels of female empowerment. This analysis was designed to determine whether the causal relationship was running in the opposite direction, i.e., whether it was fertility decline that was causing an enhancement of female empowerment. The results showed that this was indeed the case. The beta for fertility in 1960 was −.387, whereas that for female empowerment in 1960—which should have been the best predictive variable—was only .185. The results of these last two panel analyses thus suggest that fertility does not decline because women become more empowered, but rather that when fertility does decline this opens up opportunities for female empowerment by making it easier for women to pursue more education and to enter the labor force.

This means that we are left with the biomaterialist argument as the only viable explanation of declining fertility. Female empowerment is a result rather than a cause of fertility decline, and, as noted earlier, the changing economic value of children’s labor seems to play no significant role in the process of fertility decline. Such is the value of comparative theory testing using rigorous quantitative data.

**ADDITIONAL EVIDENCE**

Cronk (1989, 1991, 1999, 2000) discusses a number of cases of female-biased parental investment and shows how these can be explained through a combination of biomaterialist and ecomaterialist theories. Sieff (1990) has contributed an important article along similar lines. Hrdy (1999) provides excellent discussions of a variety of reproductive phenomena, especially differential parental investment in sons or daughters and biased sex ratios. Low (1993a) and Low, Clarke, and Lockridge (1992) illustrate a variety of applications of a biomaterialist perspective to demographic phenomena. Harris and Ross (1987) offer an extensive ecomaterialist analysis of demographic phenomena in the main types of human societies. Sometimes their analyses are complementary with biomaterialist analyses, but, as was seen above, often they conflict with them and must give way to them. Blurton Jones (1986) has carried out a classic study of birth spacing among !Kung women. The women he studied had birth-spacing intervals of approximately four years, and he has shown that this was optimal in terms of producing the most surviving offspring.

**Human Sexuality**

The substance of our lives is women. All other things are irrelevancies, hypocrises, subterfuges. We sit talking of sports and politics, and all the while our hearts are filled with memories of women and the capture of women.

—George Moore

Elyot: It doesn’t suit women to be promiscuous. Amanda: It doesn’t suit men for women to be promiscuous.

—Noel Coward

The sexual organs are the true seat of the will, of which the opposite pole is the brain.

—Simone de Beauvoir

If you live in rock and roll, as I do, you see the reality of sex, of male lust and women being aroused by male lust. It attracts women. It doesn’t repel them.

—Camille Paglia

Gay men may seek sex without emotion; lesbians often end up in emotion without sex.

—Camille Paglia

It is a wise father that knows his own child.

—William Shakespeare

Mothers are fonder than fathers of their children because they are more certain they are their own.

—Aristotle
A BIOMATERIALIST UNDERSTANDING OF HUMAN SEXUALITY

In humans, sexual selection has been relatively well studied, but there is still much to be learned about the factors that influence human mate preferences. Some of the most well-known factors include physical attractiveness, wealth, and intelligence. However, the extent to which these factors influence mate choice varies across cultures and societies. For example, in some cultures, physical attractiveness is considered more important than wealth, while in others, wealth is more important.

In addition to these cultural differences, there is also evidence that suggests that certain physical features are universal indicators of mate quality. For example, men tend to prefer women with long, symmetrical faces, while women tend to prefer men with a strong jawline and broad shoulders. These preferences may be influenced by evolutionary factors, such as the ability to provide resources and protection.

Overall, the study of human sexuality is a complex and interdisciplinary field, involving insights from anthropology, psychology, biology, and sociology. As our understanding of human sexuality continues to evolve, it is important to consider the cultural and historical contexts in which these behaviors occur.
some extent as they mature into adulthood, and there seems to be a strong male attraction to such traits. A recent study (Jones, 1995) examined the faces of ten leading female models whose pictures had been displayed on the covers of *Cosmopolitan* and *Glamour* magazines. Measurements of facial features were taken and fed into a computer. A program designed to estimate the models’ ages from these facial features alone estimated them to be approximately seven years old! When the study was repeated using male models, no facial neoteny was found, and the computer predicted the models to be approximately their actual ages.

Devendra Singh and his colleagues (Singh, 1993a, 1993b, 1994; Singh and Young, 1995; Singh and Luis, 1995; Barber, 1995; Furnham, Dias, and McClelland, 1998) have carried out a variety of fascinating studies in which they show that the most important dimension of female sexual attractiveness is a certain type of body shape. Singh found that men in all of his studies preferred a woman with a waist-to-hip ratio (WHR) of about .70. This took precedence over breast size and body weight, and as women’s WHRs increased they were regarded as increasingly unattractive. Many of these studies have involved college men, but it has been found that men of all ages make essentially the same judgments, and so far the judgments are invariant across different racial and ethnic groups. Evidence is rapidly accumulating that a low WHR is an excellent indicator of female reproductive status and overall female health. Girls with lower WHRs show earlier pubertal endocrine activity, and married women with higher WHRs have more difficulty getting pregnant and give birth to their first child at a later age. Circulating estrogen functions to lower a woman’s WHR, but circulating testosterone raises it. As women age, their WHRs increase, and after menopause women’s WHRs approximate those of males. A lower WHR is also associated with a lesser incidence of such diseases as diabetes, high blood pressure, heart attack, stroke, menstrual irregularity, elevated plasma triglycerides, and ovarian and breast cancer. Singh suggests that human males the world over are descended from ancestral males who maximized their inclusive fitness by mating with low-WHR females. As he has put it (1993a:303), “males who sought and were successful in mating with females with gonadal fat distribution [low WHR] would leave more progeny than males who indiscriminately mated with females. The greater reproductive success of such females would maximize their contribution to the gene pool of future generations. Over time, males would favor females with gonadal fat distribution and find such females more attractive and desirable.”

More research in highly diverse cultures will be needed to see whether the male preference for females with low WHRs is a true human universal, or at least a near universal, as would be expected. Nonetheless, to this point studies have been conducted in at least seven different cultures or ethnic populations, and the results are positive. Studies of male judgments of female attractiveness in the United States, England, Germany, India, Indonesia, Hong Kong, and Guinea-Bissau show that men prefer women with low WHRs (Singh, Frohlich, and Haywood, 1999). Moreover, Singh, Frohlich, and Haywood (1999) have collected evidence on female attractiveness as depicted in sculptures. They examined the WHRs in 286 sculptures from ancient India, Egypt, Greece, and Africa, and found that the average female WHR was significantly lower than the average male WHR. The average WHR for women was about .70, that for men about .90. These authors also found that poetry from the European Middle Ages emphasized small waists, and that Chinese and Indian poetry gives much more emphasis to waist size than to breasts, thighs, and legs.

However, some researchers claim to have produced disconfirming evidence. Wetsman and Marlowe (1999) found that the Hadza, hunter-gatherers located in Tanzania, showed no preference for .70 WHRs over .90 WHRs. The Hadza displayed more concern for weight, preferring heavier women to thinner ones. But it is not entirely clear that this is actually a disconfirming case. At the 1999 annual meetings of the Human Behavior and Evolution Society, Wetsman pointed out that Hadza men do like women with lordosis (protruding buttocks), so if the line drawings that are used to depict WHR were drawn from the side rather than from the front it would be the case that Hadza men really do prefer low WHRs. Tassinary and Hansen (1998) also report what they believe is disconfirming evidence. In a study of 136 American undergraduates, they reported that men actually judged drawings with higher WHRs to be more attractive. However, this study seems to suffer from a fatal flaw. Tassinary and Hansen used different line drawings of female WHRs than those originally used by Singh and since used by all other researchers. In creating these drawings, Tassinary and Hansen tried to represent a low WHR by expanding hip size rather than contracting waist size. As Bronstad and Singh (1999) point out, by manipulating the drawings in this way the authors confounded WHR with both hip size and perceived body weight, and as a result drawings with low WHRs were judged to be as much as twenty pounds heavier and fourteen years older than figures with high WHRs. Since American men judge younger women and thinner women to be more attractive, it is no wonder that they judged the drawings with lower WHRs more negatively. Bronstad and Singh (1999) and Streeter and McBurney (1999) show that when Tassinary and Hansen’s drawings are properly corrected men judge WHRs of about .70 to be more attractive.

Although males value physical attractiveness more than females, females do regard this attribute as important. Singh (1995) has shown that American women ranging in age from eighteen to sixty-nine had a clear preference for men with a WHR of about .90, which is approximately the average male WHR. It turns out that, just as a low WHR is a good indicator of female health, a high WHR is a good indicator of male health. Women therefore prefer healthy men, and they do so because healthy men are more likely to live longer and to be better providers for their wives and offspring.

Today in Western societies males have a strong preference for thin women, whereas in the past plumper women were preferred. The change relates to the perception of healthiness. In earlier times plumpness was a sign of good health, but it has now become a sign of poor nutrition and it is thinness that signals good eating habits and thus good health. Moreover, plumpness and thinness are closely associated with status. As Symons (1979:199) remarks, “Plumpness has gone out of fashion in Western societies during the last century, probably as a result of the changing relationship between body fat and status: when food was scarce for many people, plumpness was a sign of wealth, but as circumstances improved for the majority, the rich began to distinguish themselves through thinness.”

Symons is quick to point out that none of the above findings suggest that there are no cultural differences in standards of attractiveness. Here, as elsewhere, human
behavior is the product of the complex interaction between biological predispositions and the total physical and social environment. However, it is unlikely that cultural differences in standards of attractiveness will be found that directly undermine the unconscious goals of both males and females in maximizing their reproductive success. No one has yet discovered a society where men prefer older, unhealthy women who have low reproductive value or where women prefer diseased men with low social status and few resources.

Men everywhere also have a tremendous desire for sexual variety for its own sake. This is highly adaptive in terms of the male's inclusive fitness. The more sexual partners a man has, the more females he will impregnate and the larger his number of offspring. Although studies show that the number of married women who have affairs is not dramatically smaller than the number of men who do, Symons interprets this in terms of what men and women, respectively, are looking for in an extramarital affair. Men, it seems, desire mainly sex, whereas women value the extramarital relationship as a relationship and use sex as a means of establishing and cementing the relationship. Women often seek extramarital affairs because of a dissatisfaction with their marriages. At the risk of oversimplification, women are using sex to get love, but men are using love to get sex. Whereas philandering can promote a male's inclusive fitness, it can actually reduce a female's. Philandering women can reduce their fitness by alienating their husbands, who throughout history have been the economic supporters of females and their offspring. Moreover, a woman can have a very limited number of pregnancies in her lifetime, and mating with many different men will not alter this. Men, of course, can impregnate literally hundreds or thousands of women, and thus have evolved a reproductive strategy that helps them do so.

From the standpoint of his inclusive fitness, one of the worst things that can happen to a male is to be cuckolded by his mate, that is, to be led by her to believe that her offspring fathered by another man are really his. As a result, he promotes the other man's inclusive fitness rather than his own. To combat this outcome (which occurs with considerable frequency), males have evolved techniques of guarding their mates from other males. Sexual jealousy, often taking an extreme form, is an emotion that has evolved as an anti-cuckoldry device (Daly, Wilson, and Weghorst, 1982). The pattern of sexual jealousy among humans everywhere only makes sense in terms of sexual selection. Daly, Wilson, and Weghorst argue that males have aggressively competed for women throughout hominid history. Throughout the world's societies there is remarkable consistency in the view that sexual intercourse between a married woman and someone who is not her husband is a violation; the victim is the husband, who is entitled to compensation. Many societies have punished adulterous women severely. A jealous rage is expected in many societies as the result of this offense against a husband. Adultery by a wife is perhaps the single most common reason for divorce throughout the world, and the main cause of male aggression against women. And men seek to control female sexuality in all societies, often by such means as castration, footbinding, chastity devices, genital mutilation, and male chaperonage. As the above implies, men have stronger jealousy than women; it is less easy for them to forgive a wife than for a wife to forgive her husband. Women in many societies are reconciled to the adulterous affairs of their husbands.

Daly, Wilson, and Weghorst examine the claims of many authors (e.g., Whyte, 1978; Stephens, 1963; Ford and Beach, 1951; Leacock, 1980) that there are a number of societies in which jealousy is not displayed and where both sexes are allowed considerable sexual freedom outside marriage. They challenge these claims. With respect to Stephens, they claim that many of the societies which he claims permit adultery do so only under very restrictive circumstances. They claim that Stephens himself gives numerous examples of male aggression toward adulterous wives in some of the twelve societies that he classifies as "permissive." The authors focus on eleven societies that have been identified by others as unusually permissive; in all of these societies, they say, men restrict the sexual liberty of their wives and use violence or the threat of it in doing so.

Daly, Wilson, and Weghorst conclude that sexual jealousy, especially as displayed by husbands toward wives, is probably a human universal, at least as a human emotion. David Buss (2000) agrees, but goes further in giving equal emphasis to female jealousy of husbands. For Buss, female jealousy is just as much an evolutionary adaptation as male jealousy, because philandering men may impose high costs on their wives or lovers. A philandering man may leave his wife or lover for another woman, and thus the wife or lover loses the resources that man provided for her and her children. In the ancestral environment, women were critically dependent on such male provisioning. There may, however, be differences in the extent to which the emotion of jealousy is openly displayed. The authors point to Greece and the Hidatsa/Crow as contrasting cases in terms of the expression of jealousy. Public displays of male jealousy are considered bad form among the Hidatsa/Crow, but it is the lack of such display that is considered shameful among the Greeks. Nevertheless, "the emotional response is present in both societies. Such evidence of the psychic unity of humankind rebuts that extreme environmentalist position that considers particular cultures to be the wellsprings of human passions. Male jealousy cannot be understood as an arbitrary product of a specific social history. It is instead a predictable product of evolution" (Daly, Wilson, and Weghorst, 1982:24).

There appear to be important, and highly predictable, sex differences in jealousy. Buss, Larsen, Westen, and Semmelroth (1999) have carried out several relevant studies. In one study they found that 60 percent of the males reported more distress over sexual infidelity than over their mates' emotional attachment to a rival. By contrast, 83 percent of the women indicated that they would be more distressed over their mates' emotional attachment to a rival. In another study they measured men's and women's physiological arousal to imagined sexual infidelity compared to imagined emotional infidelity. Men showed much more arousal with respect to sexual infidelity, whereas women showed just the opposite, and this difference was very large. Although these results pertain to American subjects, very similar results have been reported from studies in China, Korea, Japan, Germany, the Netherlands, and Sweden (Buss, 2000). These findings are exactly what one would expect from a bioculturalist perspective, the theory of sexual selection in particular. Men are concerned with gaining and controlling mates and preventing other men from inseminating them. That is what promotes their inclusive fitness. Women, on the other hand, are more bothered by emotional infidelity because to promote their inclusive fitness they seek to find mates who will be loyal providers for them and their offspring. Emotional attachment or bonding is what
solidifies such a relationship, and so women are more concerned about anything which threatens that emotional bond.

On average, it is the male who has the stronger sex drive and who shows more persistent interest in sex, although there can be considerable variation in the extent to which this is true. Copulation is, Symons argues, a service that females provide for males in all societies, and it is the males who woo and court females rather than the other way around. As Symons (1979:258) notes, "it is not a coincidence that males generally are the gift givers as well as the prostitute payers." Moreover, "copulation as a female service is easily explained in terms of ultimate causation: since the minimum male parental investment is almost zero, males stand to benefit from copulation with any fertile female (if the risk is low enough), whereas females do not stand to benefit reproductively from copulating with many males no matter what the risk is" (Symons, 1979:261).

Symons provides what he believes is a decisive test of these conclusions by looking at the behavior of homosexual men and women. As he notes, pornography has a strong appeal to gay males, but lesbians show little interest in it. Lesbians also have little interest in extramarital affairs and tend to build long-lasting and faithful monogamous relationships. Gay males, by contrast, have a marked tendency toward promiscuity, even more so than heterosexual males. Symons points out that many gay males have reported having over 500 sexual partners in their lifetimes, and he relates the case of one gay male who had an intercourse with 48 different partners in a single evening. Bell and Weinberg (1978; reported in McKnight, 1997), using a sample of 685 gay men, found that over 90 percent reported having had more than 25 partners, almost half reported more than 500 partners, and nearly a quarter claimed to have had more than 1,000 partners. Symons interprets such high rates of promiscuity as the result of the lack of need of male homosexuals to compromise with women. In all-male relationships, men can give their desires free rein. Symons claims that the actual amount of extramarital activity heterosexual men have always stemmed from a compromise with their wives. With homosexual men, this necessity for compromise disappears.

In a massive study of over 10,000 individuals from 37 cultures, the evolutionary psychologist David Buss (1992, 1994) has confirmed many of Symons's findings and added several new wrinkles of his own. The large number of individuals who made up this study were located on six different continents, came from both rural and urban areas, and were widely representative of different socioeconomic levels. Buss found women to be about twice as likely as men to give importance to a partner's economic resources, and women were more desirous of a high-status partner. As Buss notes, "social status is a universal cue to the control of resources. Along with status come better food, more abundant territory, and superior health care" (1994:26). Women shun men, he says, who can be easily dominated by other men or who do not command the respect of the group. Interestingly, women who themselves have high status and considerable economic resources do not relax their desire for high-status and resource-rich men; indeed, empirical evidence suggests that such women still prefer men who have more status and resources than they do (B. Ellis, 1992).

Buss also shows that women generally prefer men who are older than they, on average men who are about three and a half years older. This makes sense in evolutionary terms because older men are more emotionally and economically stable and more likely to be good providers. Other qualities that women seek in men are ambitiousness, which turned out to be much more highly regarded by women than by men; intelligence, because more intelligent men are better providers of resources; and size, strength, and physical prowess, qualities that obviously relate closely to resource-providing abilities. Like Kenrick and Keefe (1992), Buss found that men prefer younger mates, and that they take on younger and younger mates to the extent that they can do so. By and large, the more male dominated the society, the greater was the age gap between men and their wives or lovers.

According to Buss, men not only value sexual fidelity, but rate infidelity as the least desirable characteristic in a wife. His research shows that unfaithfulness is more upsetting to men than any other emotional pain a woman can inflict on her mate. This finding dovetails perfectly with the findings discussed earlier regarding sexual jealousy.

Tooby and Cosmides (1989b:37) summarize the enormous importance of all of these empirical findings for a biomaterialist understanding of human sexual behavior:

Culture theory as it stands predicts the null hypothesis: that differences between cultures are random with respect to evolutionary hypotheses and therefore that, for example, sex differences should occur as frequently in one direction as the other. The assertion that "culture explains human variation will be taken seriously when there are reports of women war parties raiding villages to capture men as husbands, or of parents claudering their sons but not their daughters to protect their sons' "virtue," or when cultural distributions for preferences concerning physical attractiveness, earning power, relative age, and so on, show as many cultures with bias in one direction as in the other.

SEXUAL ATTITUDES AND PRACTICES CROSS-CULTURALLY: THE "SOCIAL CONSTRUCTION" OF SEXUALITY

Western society has historically been what Vern Bullough (1976) calls a sex-negative society. Societies of this type are less common cross-culturally than permissive or sex-positive societies. Many examples of sex-positive societies have been given by Ford and Beach (1951). In some permissive societies infants and young children are actively stimulated sexually by adults. For example, parents frequently masturbate their children among the Hopi and Sirono. Among the Pukapuans of Polynesia, it is considered acceptable for boys and girls to masturbate openly in public. Children among the Seniag will publicly simulate sexual intercourse without being admonished by adults. Among the Alorese, children acquire knowledge of sexuality very early and by age five they have detailed knowledge of sexual intercourse and reproduction. It is thought by the Lepcha of India that girls will not mature properly unless they have had sexual intercourse. Girls aged eleven or twelve normally engage in intercourse, and older men sometimes engage in sex with girls as young as eight. The Trobriand Islanders of Melanesia are renowned for their sexual permissiveness. Sex life may begin for young boys as early as age ten and for young girls as early as age six.

The preceding societies are all band or tribal societies. What of agrarian civilizations? Outside of Western civilization, with its sex-negative religion of Christianity, sexual permissiveness has been the norm. The Greeks were a fairly permissive culture, and are
renowned for their institutionalized form of homosexuality between older men and young boys (Cantarella, 1992; Percy, 1996). Within the framework of their educational system, male tutors would take their young boy pupils as lovers for a period of time. They would engage in both anual and intercural intercourse (intercural intercourse involved the tutor’s placing his penis between the legs of the boy and ejaculating). Fellatio was strictly taboo. This homosexual relationship was highly idealized and regarded as beneficial to both parties. It was thought to make the boy more masculine and was linked with military courage and valor. In due time, however, the tutor abandoned the relationship, married, and took up a conventional heterosexual life. And although the Greeks looked very favorably on the tutor-pupil sexual relationship—or at least the Greek tutors did so; parents of the boys and other members of Greek society often had a very different attitude—they looked most unfavorably on exclusive homosexual relationships between men.

In its early stages, Roman society looked negatively on Greek tutor-pupil homosexuality, although the Romans did consider it acceptable for a man to have sex with a male slave, and such relations were relatively common (Cantarella, 1992). “Passive homosexuals” on the other hand—men who took the receptive position in anual intercourse—were thought to be highly effeminate and were disdained. In due time, however, the Romans moved increasingly toward the Greek pattern, and by the second century BC Roman men were openly courting free-born boys (Cantarella, 1992). Love relationships between men and free-born boys became common, although they were not connected to the educational system. Even passive homosexuality became increasingly common, and male prostitutes emerged. As for female homosexuality, the Romans looked very negatively upon this, considering it morally depraved (Cantarella, 1992).

Much of Islamic civilization was generally sex-positive, and male homosexuality, as long as it was discriminating and selective, was condoned (Bullough, 1976). India was also a sex-positive civilization, in fact perhaps the most sex-positive of all the historic agrarian civilizations. Hindus thought that women enjoyed sex at least as much as men, and a wide range of sexual practices was considered acceptable. The Chinese were quite open about sex and wrote many manuals about its nature and performance (Bullough, 1976). The Chinese also had a form of man-boy homosexuality that resembled the Greek pattern, even in its linkage with the educational system and its disdain for exclusive homosexual relationships between men. Japan was another agrarian civilization with relative sexual openness and institutionalized man-boy homosexuality (Leupp, 1995).

Institutionalized homosexual relationships have also been common in a number of band and tribal societies. In some North American Indian societies, a man known as a berdache dressed as a woman, performed women’s roles, and engaged in sexual relations with other men, all with social approval. Other societies have had the local equivalent of a berdache. In northern India this person is known as a bijna, in Polynesia as a mahu; and in Oman as a xamit (LeVay, 1996).

Ford and Beach (1951) provide insight into homosexuality in band and tribal societies. Among the Siwans of Africa, men and boys engaged in anual intercourse, and males who preferred not to engage in this practice were thought to be peculiar. The Azande of the Sudan exhibited a pattern of homosexuality very similar to the Greek pattern. Institutionalized homosexuality has been widespread throughout Melanesia (Herdt, 1984). Among the Etoro of New Guinea, all men marry, but there are as many as 260 days per year in which they are forbidden to have heterosexual intercourse. Men and young boys sleep together apart from women and girls in men’s houses. The Etoro believe that every male possesses a finite amount of semen and that men acquire semen from other men in the form of a gift. This occurs primarily as a result of young boys fucking older men. Boys also engage in receptive anal intercourse with men. As in the case of the Greeks, the man-boy relationship is thought to contribute to the boy’s masculinity (Harris, 1981).

How can we explain these various patterns of sexual behavior, especially the widespread existence of socially approved—indeed, sometimes idealized—homosexuality? On the surface, these patterns would seem to confirm the social constructionist view and strongly challenge a bioculturalist interpretation of human sexuality. But closer scrutiny of these patterns shows that biocultural and ecomaterialist interpretations make good sense. First, note that all of the patterns of homosexuality described above are engaged in by men who are preferentially heterosexual. They either practiced heterosexuality along with homosexuality, or they experienced a brief period of homosexual relations followed by a much longer period of marriage and heterosexuality. As it turns out, heterosexuality is the most common sexual practice in all societies, just as inclusive fitness theory tells us it must be (see chapter 2). Homosexuality, if it is practiced, is always secondary to regular heterosexual relations, and in most cases there are strict rules regarding what kind of homosexual relations may be practiced and with whom and how often. These patterns of homosexuality appear to reflect the type of homosexuality that may be called situational or substitutational, which means that men are substituting homosexual relations for heterosexual ones in situations where they have no sexual access to women or where that access is severely curtailed. The most familiar form of situational homosexuality in modern Western societies is that practiced by men in prisons.

Richard Pasner (1992) has argued that the Greek form of homosexuality was a type of situational homosexuality that arose because of the particular way in which access to females was limited in this society. Women of the citizen class were secluded, and marriage was late. Male citizens disdained the use of prostitutes, so this sexual outlet was closed off to them. These men thus turned to their boy pupils as a substitute. Other widely found forms of man-boy homosexuality may have developed for similar reasons. Gilbert Herdt (1984) suggests that the scarcity of females among Melanesian groups like the Etoro may have been due to such factors as widespread polygyny, or, for unclear reasons, many fewer females being born. The Etoro also had systematic rules restricting the amount of heterosexuality men were permitted to engage in, and these rules may have been prompted by population pressure.

Two more features of situational homosexuality help to confirm a bioculturalist interpretation of human sexuality. First, it is obvious that all of the patterns of homosexuality we have been describing are ones engaged in only by men. In fact, there is much less female situational homosexuality throughout the world than male situational homosexuality. (Actually, I am not aware of any well-known instance of female situational homosexuality.) The reason, I think, is that the male sex drive is much stronger than the female’s, and thus is much more vigorous in seeking an outlet. Second, situational
homosexuality seems to be most commonly man-boy homosexuality, and often the very societies that look favorably on man-boy sexual relations strongly disapprove of homosexual relations between adult men. Why are boys a very common target of men all over the world? The answer seems to be that boys most closely resemble males’ ideal sexual target, the adolescent or adult female. Take two twelve-year-old, pubescent children, one boy and one girl, cut their hair the same length, and turn them facing away. In some cases it will be difficult to tell which is the boy and which the girl.

PREFERENTIAL HOMOSEXUALITY AND ITS CAUSES

There is also much more homosexual behavior throughout the world than there are homosexuals. What this means is that most homosexual behavior is engaged in by preferentially heterosexual males. The other form of homosexuality is preferential homosexuality, which involves persons who are totally, or almost totally, committed to homosexual relationships and are unable to change, or to find heterosexual relations gratifying. It is currently estimated that about 2 to 4 percent of the populations of Western industrial societies are preferentially homosexual, a figure that may hold for many other societies as well. This type of homosexuality must be explained very differently, but a biomaternalist interpretation will still hold. We have already examined and criticized social constructionists theories of sexuality. Such theories work no better for preferential than for situational homosexuality.

A great deal of research has been done on the biological roots of homosexuality. In an early article, Lee Ellis and Ashley Ames (1987) reviewed much of this research and offered the following theory:

1. Human sexual orientation is determined in essentially the same way as in all other mammals.

2. Sexual orientation in all mammals is primarily determined by the degree to which the nervous system is exposed to testosterone and other sex hormones during the period in which neurological organization is taking place in the developing fetus.

3. For humans, sexual orientation appears to be primarily determined approximately between the middle of the second and the end of the fifth month of gestation.

4. Homosexuality develops when, during the critical developmental period, the fetus’s brain receives an excess of the hormone(s) of the opposite sex. Male homosexuals thus have patently “feminized” brains, whereas lesbians have featurally “masculinized” brains. [A more accurate way of putting this would be to say that male homosexuals have brains that have not been both “defeminized” and “masculinized.” Since all fetuses start out female, the brain starts out feminine.]

On the basis of their theory, Ellis and Ames make the following predictions:

1. Homosexuality should be primarily a male phenomenon. This is because all mammals are fundamentally female, and it is only by inserting the Y chromosome into the mammalian genome that masculinity develops. This leads to more sexual inversions in genetic males than in genetic females. The cross-cultural literature supports this notion, as does the cross-species literature.

2. Homosexuals should have higher frequencies of other sexual inversions than heterosexuals. In other words, male homosexuals are more likely to be “effeminate” and to have “feminine” interests than male heterosexuals, and lesbians are more likely to have “masculine” characteristics and interests than female heterosexuals. Of course, some male homosexuals do not display feminine characteristics, and some lesbians do not display masculine characteristics. It is not either/or, but a matter of degree. It should also be noted that a high percentage of adult homosexuals exhibited gender-atypical behavior as children, e.g., boys wanting to play with girls and dolls rather than other boys and guns and trucks.

3. Homosexuality should have a significant degree of heritability. The evidence does show support for this. There is a higher rate of homosexuality in identical twins than in fraternal twins (see below).

4. Attempts to alter sexual orientation after birth should be minimally effective or ineffective. What this means is that homosexuality should be as difficult to change as heterosexual orientation would be, and the data show this quite strongly. The greatest success seems to be with bisexuals, which is not at all surprising, but even this is quite limited. Successful “treatment” seems to be all but impossible for people who have not had any pleasurable heterosexual experiences before entering a “treatment” program.

Since Ellis and Ames surveyed the research literature, a great deal of additional research has been done, and the data offer very strong support for a biomaternal interpretation of preferential homosexuality. Fred Whiteman (1983; Whiteman and Mathy, 1986) studied the childhood experiences of 375 homosexual men in Guatemala, Brazil, the Philippines, Thailand, Peru, and the United States. On the basis of his research, he concluded the following (cited in Burr, 1996):

1. Homosexuality is universal.

2. The percentage of homosexuals in all cultures is approximately the same (about 5 percent) and remains stable over time.

3. The emergence of homosexuality is not affected by social norms regarding it. Homosexuality is just as likely to appear in societies that are homophobe as in those that are much more tolerant of homosexuality.

4. Given a large enough population, homosexual subcultures will be found in all societies.

5. There are striking resemblances in behavioral interests and occupational choices between homosexuals in different societies.

6. In all societies homosexuals run the gamut from highly feminine to highly masculine.

Clearly these findings suggest that preferential homosexuality is innately given rather than some sort of social construction or personal choice.
Widely publicized research by Simon LeVay (1991, 1996), formerly a neuroscientist at the Salk Institute in San Diego, leads to the same conclusion. LeVay examined a small portion of the hypothalamus, known as INAH3, in the brains of homosexual men who had died from AIDS. He found that this region of the brain in the homosexual men was only about one-third to one-half of the size of the region in the brains of heterosexual men. He also confirmed an earlier researcher's finding that INAH3 in heterosexual females was about the same size as INAH3 in homosexual men.

Evidence that a behavior pattern widely found among humans is also prominently represented among nonhuman animals is usually taken to be good evidence for the role of biology. In the case of homosexuality, we do find it among many other animal species (studies reviewed in LeVay, 1996). In 1963 a Yale genetic researcher discovered a strain of fruit flies in which the males were "courting" other males. He was eventually able to track down the mutant gene responsible for this behavior, and concluded that it was X-ray induced. A group of researchers at Brigham Young University studied six male rats that refused to mount females. When their brains were examined, a portion of the hypothalamus was found to be only about half the size of the hypothalamus of male rats, almost exactly what LeVay found for humans. At a sheep experimental station in Idaho, it was found that some rams refused to mount ewes but would mount and actually penetrate other rams. When the brains of these rams were studied, they were shown to differ significantly from the brains of the heterosexual rams. So-called lesbian pairing has been observed in some seagulls.

Research establishes that preferential homosexuality has a clear genetic component (studies reviewed in LeVay, 1996). A study by Bailey and Pillard of male identical twins found that when one twin was gay, 52 percent of the time the other twin was also gay. The number was only 22 percent for fraternal twins. A study by Fred Whitam obtained corresponding numbers of 65 percent and 29 percent, and research by Bailey and colleagues of female twins obtained numbers of 48 percent and 16 percent. Dean Hamer (Hamer and Copeland, 1994) has tried to identify a "gay gene." He and his research team have found a region of the X chromosome known as Xq28 that they believe holds a gay gene. This gene is passed only through women. (In order to understand the genetic foundations of behavior we have to realize the complexity and subtlety of genetics. Consider the observation that, in identical twins, if one twin is left-handed, then the other twin has only a 12 percent chance of being left-handed. In gays, if one twin is gay then the other has about a 50 percent chance of being gay. Does this mean that 12 percent of handedness is genetic, 88 percent being due to something environmental, and that 50 percent of homosexuality is genetic, the other 50 percent environmental? Of course not. Handedness surely is entirely genetic, and sexual orientation may be as well. People may have the same gene, but the gene for some reason expresses itself in one person but not in the other.)

If there is a so-called gay gene, how might it work? Actually, there is probably a whole set of gay genes, each of which regulates in a specific way one aspect of neurological development. There is more than one genetic way to become gay. Multiple genes can be strongly suspected, and this is probably what explains some important differences among gays, e.g., that some gay men are effeminate but others are not.\(^3\)

**SEXUAL VIOLENCE**

Perhaps the most popular theory of rape, or forced sexual copulation, is the feminist theory. This theory holds that rape is only incidentally about sex and is mainly a violent act of power in which men exert or reinforce their domination over women (Ellis, 1990). Randy and Nancy Thornhill (1983, 1992) explore this theory in terms of an analysis of rape laws. As they point out, these laws are made overwhelmingly by men, and for the purpose of protecting men's interests. Rape works against men's interests because a man's own wife, mother, sisters, and daughters can be raped. Men thus stand to lose more from rape than they might benefit. Moreover, the Thornhills review data which show that the greater the prevalence of polygyny in a society, the more severely rape is punished. In an analysis of twenty-nine preindustrial societies, they show that none of the monogamous societies punished rape with death, whereas 22 percent of the mildly polygynous and 83 percent of the highly polygynous societies did so. Rape is undoubtedly much more common the more polygynous the society because as polygyny occurs more frequently women are increasingly removed from circulation, thus becoming unavailable as sexual partners and wives for those men who are unsuccessful in the competition for mates. These men must often resort to rape as their only possibility of mating, and thus rape is punished more severely as a deterrent in these societies. Highly polygynous societies are also apt to be among the most male dominated of societies, and as a result there is a close correlation between male domination and the severity of punishment for rape. This is just the opposite of what the feminist theory is saying—that male domination and toleration for (or actual encouragement of) rape are closely related.

The Thornhills (cf. Shields and Shields, 1983) propose that rape is a reproductive strategy employed by those men who have lost out in the sexual competition for females, for whatever reason. Rapists differ from nonrapists mainly in the fact that they have been unable to climb the social ladder and acquire resources that would attract mates. The Thornhills support their argument with the following lines of evidence:

1. **Rapists focus on women who are near their peak fertility.** The Thornhills review a number of studies showing that the vast majority of rape victims are between the ages of sixteen and thirty-four. After the mid-thirties, the number of rape victims drops off very sharply and continues to decline with advancing age. This is exactly the pattern that should be found if rape is an alternative reproductive strategy, i.e., a matter of sex rather than power.

2. **The rapists themselves are overwhelmingly young men, mostly men between the ages of twenty and thirty.** The tendency of men to rape drops off very sharply after the age of thirty and continues to drop throughout a man's lifetime. What this means is that men are most likely to rape at the age at which the competition for mates is most severe.

3. **Males with the greatest difficulty climbing the social ladder are overrepresented among rapists.** The Thornhills review data which show that rapists come overwhelmingly from lower socioeconomic backgrounds and are poorly educated.
4. As noted above, punishment for rape is more severe in societies with widespread polygyny, which probably reflects the greater occurrence of rape in such societies. The greater frequency of rape logically follows from the increased sexual competition produced by widespread polygyny. Also, rape appears to be more common in societies with brideprice than in those without it (brideprice increases economic barriers to mating). Furthermore, a study of the Gusii of Kenya shows that in 1936 and 1937 the brideprice became exorbitant, and during this same period there was a serious outbreak of rape. As the brideprice soared again in the 1950s, rape increased once more.

One additional line of evidence suggesting that rape is primarily about sex has to do with the much greater occurrence of rape during war. As Symons (1979) and others have noted, men desire low-cost sex, and the probability of rapists being caught and punished during war is virtually zero.

Randi Thornhill and Craig Palmer (2000) have elaborated on the earlier work of the Thornhills. They continue the argument that rape is a conditional strategy used by men who have lost out in the competition for mates. Men are most likely to rape when they have limited resources, are socially disenfranchised, have limited sexual access or few or no rewarding romantic relationships, are of low phenotypic or genetic quality, or are presented with rape opportunities in which the benefits are high and the costs low. The authors disagree over the question of whether rape is an evolutionary adaptation. Thornhill views it as such, but Palmer considers it a by-product of an adaptation, viz., male sexual assertiveness.

Thornhill and Palmer pay special attention to the extreme psychological pain that women often suffer as the result of being raped. This pain, they suggest, stems from the high reproductive costs that rape imposes on women: Rape reduces the ability of a woman to decide when she will reproduce and, most significantly, to select the man who will father her children; it prevents a woman from using sex as a means of gaining material benefits from men for the use of herself and her offspring; and, if she is already pair-bonded, rape often has a negative effect on her relationship with her mate insomuch as he may be suspicious of her story that she was raped (or, alternatively, fear that the rapist has impregnated her) and thus leave her or withdraw resources from her. Their overall argument predicts that women of reproductive age should be more traumatized by rape than prereproductive and postreproductive women, and that married women should experience more psychological pain from rape than unmarried women. Reproductive women should experience more pain from rape because it interferes with their reproductive choices, and married women should find rape more anguishing because it may harm their relationships with their mates. And, indeed, the data offer strong support for these predictions.

Thornhill and Palmer also point to cross-species and cross-cultural evidence of the prevalence of rape to support their argument that rape is a conditional sexual strategy (the very same evidence hammers another nail into the coffin of the feminist or standard social science explanation that rape is only about power). Throughout the animal world we find that males are more sexually assertive and more eager to copulate, especially in polygynous species, and actual rape appears to be widespread among nonhu-

man species. As Thornhill and Palmer (2000:144) note, "There is no longer any question that physical force, harrassment, and intimidation are used widely by males across animal species, including in the great apes, to obtain mates." Rape also appears to be a cross-cultural universal in spite of arguments to the contrary. A number of "rape-free" cultures have been proposed, but more careful scrutiny of the cases mentioned shows that at least some rape occurs in all of them.

NOTES

1. Alexander et al. (1979) present data on the degree of sexual dimorphism and degree of polygyny in 58 species of animals. Male northern fur seals weigh six times as much as females, and they have an average harem size of 40 and a maximum harem size of 153. At the other end of the spectrum, male and female harp seals are the same size and they are monogamous. Among primates, gorilla males weigh almost twice as much as females, and they have a mean harem size of 5.4 and a maximum harem size of 9. A similar pattern is found among hamadryas baboons. Gibbons are monogamous, and males and females are about the same size. I analyzed some of Alexander et al.'s data, and found strong correlations between sexual dimorphism and polygyny. For all 58 species of animals (pinnipeds, ungulates, and nonhuman primates), length dimorphism correlated (Pearson r) .702 with mean harem size and .591 with maximum harem size; weight dimorphism correlated .807 with mean harem size and .756 with maximum harem size. For primates alone, length dimorphism correlated .589 with mean harem size and .578 with maximum harem size; weight dimorphism correlated .570 with mean harem size and .608 with maximum harem size.

2. More recently, it has been argued that women may actually realize inclusive fitness benefits from infidelity, or at least may have done so under ancestral conditions (Russ, 2000:158-69).

By having an affair with another man, a woman may provide herself with "mate insurance": If her husband or lover abandons her, she then has another mate ready to take his place. Or a woman may have an affair with a man whom she judges to be genetically superior to her current husband or lover (Gangestad and Thornhill, 1997). If this man impregnates her, she thus ends up with offspring who have better genes. Another possibility is that in having affairs women may be employing a strategy of "trading up" (Fisher, 1992): A woman may perceive that her current mate's value has declined, or that her own mate value has increased, and thus she believes she can do better in the mating market. These arguments, however, are still somewhat on the speculative side and not enough empirical evidence for them has accumulated. They still need more, and more rigorous, testing.

3. The view taken here is obviously that preferential homosexuality is not an adaptation but rather the result of a biological mistake. However, some scholars have argued that homosexuality is an evolutionary adaptation. Some years ago E.Q. Wilson (1978) presented what he called the "nest helper" theory: Homosexual men would sacrifice their own reproduction in order to provide special assistance to their siblings' children. In my view, this theory is highly unconvincing because Wilson fails to provide a compelling argument as to why such a phenomenon would evolve. Nor is there any evidence to show that gay men actually are more attentive to their siblings' offspring than heterosexual men are to their nephews and nieces. A more plausible adaptational theory has been presented by Jim McKnight (1997). He views male homosexuality as a balanced polymorphism akin to sickle-cell anemia. Homosexuality, he says, is adaptive in its heterozygous state but maladaptive when homozygous. His logic runs like this: Men with one gay gene (who
will be preferential heterosexuals) will have a certain kind of charm that makes them alluring to females, and thus they will have more mating and reproductive success than men without a gay gene. But men with two gay genes, who will be preferential homosexuals, will be rejected by women and will not desire them anyway, and thus will engender in little or no reproduction. It must be admitted that this theory is intriguing, but McKnight presents no evidence at all to support his argument except to say that men who are especially charming and sensitive to women's needs will be alluring to them. This may well be true, but we have no knowledge at the moment to suggest that such men carry any type of gay gene. At this point McKnight's argument is pure speculation. McKnight believes an argument such as his is the only way of explaining why homosexual genes continue to be maintained in human populations. However, this is not as difficult as McKnight thinks. Hamer and Copeland’s argument that there is a gay gene that is passed through women will work. Since the gene is passed through women who are not gay, and since many of the men who acquire this gene are not gay, there is no difficulty seeing how the gene can persist in populations.

There are also possible biological but non-genetic routes to homosexuality. Ray Blanchard (1999; Blanchard et al., 1998) has shown that a disproportionate number of gay men have a large number of older brothers. Blanchard suggests that this is because of the action of a particular kind of prenatal antigen that builds up in women with the birth of each son (but not with each daughter). A man with many older brothers is thus at greater risk for homosexuality. However, even if Blanchard is right, this will account for only about one gay man in seven.

4. Thornhill and Palmer (2000:128–40) take up and critique nine specific assertions of the feminist or SSSM theory of rape and convincingly refute each. In my opinion, they completely demolish this theory and, moreover, persuasively show that it has been driven almost entirely by ideology rather than by evidence. An especially interesting question raised by the authors is, if rape is simply about domination, why don't men use much less costly nonsexual forms of aggression to dominate women? Why resort to an act that is usually severely punished and therefore very risky?

**12**

**Sex and Gender**

In the theory of gender I began from zero. There is no masculine power or privilege I did not cover. But slowly, step by step, decade by decade, I was forced to acknowledge that even a woman of abnormal will cannot escape her hormonal identity.

—Camille Paglia

It would be futile to attempt to fit women into a masculine pattern of attitudes, skills and abilities and disastrous to force them to suppress their specifically female characteristics and abilities by keeping up the pretense that there are no differences between the sexes.

—Arianna Stassinopoulos

**THE GENERAL PATTERN**

All societies have a sexual division of labor, meaning that they all make sex relevant to assigning individuals to tasks within the society. All societies have certain tasks and roles that they consider “masculine,” others that they consider “feminine.” These tasks will be carried out exclusively or at least predominantly by just one sex. All societies also have sexual inequality, which means that in every society men and women are unequally placed with respect to who has power or authority, who occupies the most valued roles or positions, and who has more control over whom. Societies differ in just how much sexual inequality they have, but there is no society that is completely egalitarian with respect to sex.

In terms of the most basic features of the sexual division of labor, research has shown that, across the world and throughout history, men seem to be assigned tasks that (Parker and Parker, 1979):

- involve greater strength and stamina;
- are more dangerous or risky;
- are not easily interruptible;

...
require high levels of skill and training;
and require long periods of time away from home base.

Women, then, tend to be assigned tasks that are the opposites of these, i.e., that involve little strength, are not dangerous or risky, etc. Why should there be this worldwide pattern? For the most part, it is explainable in terms of women’s responsibilities for infant and child care, especially the nursing of infants (J. Brown, 1975; Lancaster, 1991). Heavy infant and child care responsibilities prevent women from being concentrated in roles that require long periods of time away from home. It makes much more sense to leave women at home in charge of infants and children than to disrupt the lives of these offspring by moving them here and there. Moreover, infant and child care responsibilities make it more suitable for women to concentrate in roles that are easily interruptible because infants and children are the source of frequent interruptions. Roles that are easily interruptible are usually ones that involve lower levels of skill and training. Roles that are dangerous are much better suited for men because of the need to keep infants and children away from danger as much as possible. In short, the sexual assignment of work roles seems to be carried out in such a way as to promote the well-being of infants and children and thus the inclusive fitness of their parents.

In terms of sexual inequality, we find a widespread, indeed a universal, pattern in which

- the institutional sectors of human societies are sexually asymmetrical;
- males monopolize political leadership;
- males monopolize warfare;
- and males monopolize a society's high-status positions.

William Divale and Marvin Harris (1976) have identified a strong male bias to the institutional sectors of band and tribal societies. Marriage and kinship patterns, for example, are markedly biased in favor of males. Patrilineality, the tracing of descent ties through males, is much more common than matrilineality, the tracing of descent ties through females. Patrilocality and virilocality, marital residence practices centered on men, are much more common than matrilocality and uxorialocity, residence practices centered on women. Marriage practices are also highly male biased inasmuch as polygyny is much more common than monogamy and polyandry. The contrast between polygyny and polyandry is particularly stark. About 85 percent of the world’s societies permit polygyny, but less than 1 percent of the world’s societies practice polyandry (Murdock, 1967). Sexual asymmetry is especially characteristic of the ideological sectors of band and tribal societies. Beliefs in the inferiority of females are widespread, and in many societies women are regarded as sources of evil and pollution. Legendary heroes outnumber legendary heroines, and in the realm of religion male gods outnumber female gods. Sexual asymmetry is also apparent in the widespread preference for male rather than female children. Sexually asymmetrical institutions are by no means restricted to band and tribal societies, for societies at more advanced evolutionary stages often reveal new forms of male-biased institutions. Agrarian societies have in many ways

the most male-biased social arrangements of any of the major types of human societies, and industrial societies, although considerably less male biased than agrarian societies, still have noticeable male biases to many of their institutional sectors.

Political leadership and warfare are features of human societies that are almost totally under male control (Goldberg, 1993). In every known society, past and present, political leadership has been predominantly or even exclusively in the hands of men (Low, 1992). In hunter-gatherer societies there are headmen but no headwomen, and in small-scale horticultural societies there are political leaders known as "big men," but there are no "big women." Among the legendary Iroquois, influential females known as matrons had the right to veto the appointment of men to political office, but these offices were open only to men. In more advanced horticultural societies powerful leaders known as chiefs are invariably men. In agrarian societies, kings greatly outnumber queens, and emperors empresses. Martin King Whyte (1978) examined political leadership in ninety-three of the societies in the Standard Cross-Cultural Sample (Murdock and White, 1969), a highly representative sample (N = 186) of the full range of preindustrial societies (henceforth abbreviated as SCCS). In sixty-five of these societies political leadership was exclusively in the hands of men. In most of the others women had some involvement in political leadership, but still took a considerable backseat to men. In only two societies were women said to be holding positions that gave them political power equivalent to men, but men were still found in these positions in greater numbers than women.¹ In modern industrial societies the executive and legislative branches of government are strongly male dominated, and all modern nation-states are overwhelmingly led by men. Vincent Falger (1992:171) reports that on

June 14, 1992, at the end of the United Nations Conference on Environment and Development (UNCED) in Rio de Janeiro, pictures were taken of the largest collection of heads of state and government ever together in world history. Of the 99 persons shown, only two were women. This is a representative image of the role and position of women in international politics. A like photograph of 65 leaders, assembled in Jakarta on September 1, 1992, at the occasion of the opening of the tenth summit conference of the movement of non-aligned countries, depicts only one woman. The number of female foreign secretaries, ministers of defence, finance, international trade or economic affairs, to mention five other highly "international" top positions in politics, is to be counted on the fingers of two hands. Descending the ladder of political and official positions with a highly international profile, the number of women does rise, but proportionally they are still virtually absent. Tens of years of democratisation and emancipation have hardly, if at all, changed the long history of nearly complete male domination in top political positions, whether elected or not.

Tatu Vanhanen (1992) has reported on the female composition of the national parliaments of 122 contemporary nation-states. In the 1980s, women constituted only 9.9 percent of the members of these parliaments.

As for warfare, this is even more completely dominated by men. In no society have women been the principal warriors, and in most societies women have no involvement in war at all. Some societies even go so far as to prohibit women from gazing at or handling the weapons of war (Divale and Harris, 1976). In examining seventy societies
from the SCCS, Whyte (1978) found that in 89 percent only men engaged in any fighting. In the rest, women may have provided aid but men did most of the fighting.

In all known societies, men also monopolize the society's high-status occupational roles, whatever those roles turn out to be (Goldberg, 1993). Moreover, as these roles change in status level, their sexual composition changes. As roles lose status over time, they are increasingly abandoned by men and increasingly pursued by women. In American society in the 1950s, for example, bank tellers were predominantly male, but today they are overwhelmingly female.

**EXPLAINING THE GENERAL PATTERN**

These gender patterns only make sense from a biomaternalist point of view. An early proponent of a biomaternalist theory of gender universals was Pierre van den Berghe (1973). Van den Berghe made extensive use of studies of primate societies, on the basis of which he speculatively reconstituted hominid evolution. His basic argument was that humans have inherited from their hominid ancestors a basic “biogram” that predisposes men to hunt, to make war, and to protect the group, and women to nurture children. One of the most vigorous advocates of a biomaternalist understanding of gender is Steven Goldberg (1993), who is primarily concerned with explaining why men everywhere monopolize the political leadership and high-status positions of their societies. Goldberg concentrates on hormone differences between the sexes, pointing out that adult males have testosterone levels about ten times as high as those of adult females. Testosterone is known to be closely linked to aggression and to dominance and competitive behaviors. Women are at a natural disadvantage in the competition for positions of leadership and high status. Goldberg is particularly insistent on the true universality of greater male attainment of leadership roles and high-status positions. Not a single society known from sociological, anthropological, or historical research, he says, constitutes an exception to this generalization. As he points out, it would take only one exception to falsify his theory, but no exception has ever been found. A number have been proposed, but when Goldberg subjects these to more careful scrutiny they all collapse.

Most sociologists reject these ideas, and the standard sociological interpretation of gender roles is that they are social and cultural constructions that are transmitted intergenerationally via the socialization process. But van den Berghe and Goldberg would respond that little boys are taught to be aggressive and little girls are taught to be nurturant because little boys *really are* naturally more aggressive and little girls *really are* naturally more nurturant in the first place. Socialization patterns, they would insist, simply represent social construction to a basic biological reality that is easily recognized by people in all societies. As we will see, this logic is extremely well supported by empirical evidence.

Goldberg's work is important and it rings true, but it is severely limited by a failure to place its argument within a more general evolutionary framework. Van den Berghe (1997:3) comments to the effect that Goldberg “fails to see that male behavior is incomprehensible except conjointly with female behavior, and that sexual dimorphism in size, behavior, physiology, and indeed, everything, is only understandable within the evolutionary paradigm of sexual selection, parental investment, and fitness maximiza-

"Another way of putting this is to say that Goldberg remains at the level of proximate causes and fails to link them to their ultimate causes. As van den Berghe would put it, men have higher levels of testosterone because of the action of sexual selection throughout hominid history. As we saw in chapter 11, at the heart of sexual selection in humans is male control over female sexuality in order to maximize the male's reproductive success. This is the starting point for understanding the origins of male dominance (Smuts, 1995; Buss, 1996; Hrdy, 1997).

Sexual selection should have produced systematic differences between the sexes that are highly adaptive from the standpoint of maximizing each sex's reproductive success, and this appears to be exactly what it has done. Differences between the sexes in levels of aggression have been reported for most mammals (Parker and Parker, 1979). Male mammals are usually shown to be considerably more aggressive than female mammals, and among humans' closest relatives, nonhuman primates, males are usually reported to be more likely to engage in rough-and-tumble play and dominance behaviors; these differences begin very early in life and continue throughout the organisms' lifetimes, as they do in humans. Studies of many mammalian species show that testosterone is strongly implicated in aggressive behavior. In rhesus monkeys, for instance, aggressive and dominance behavior is more common in animals with higher levels of testosterone, and such animals are less likely to display "maternal" forms of behavior. Injecting female monkeys with testosterone increases their levels of aggression and dominance, and such females display sexual behavior typical of males, such as mounting other females. Studies of human development show the same basic patterns (Parker and Parker, 1979; Money and Ehrhardt, 1972). Females with above normal levels of the male sex hormone androgen develop differently from other females. In addition to being more aggressive, they exert more energy, more commonly select males rather than females as companions, are less interested in playing with dolls, are more likely to be described as tomboys, and have more interest in occupational careers. Kingsley Browne (1995) points out that aggressiveness is one of the most persistently observed differences between the sexes. In fact, it appears to be universal (cf. Geary, 1998). A search for societies in which women are as aggressive as, or more aggressive than, men has proved fruitless. The greater aggressiveness of men is strongly confirmed by data on homicides. Daly and Wilson (1988) have compiled data on homicide rates in industrial societies and in many other types of societies throughout the world. They compare the rate at which men kill men with the rate at which women kill women. There is an overwhelming predominance of men killing men. In several societies 100 percent of the homicides involved men killing other men, and in no society did the rate drop below 85 percent. On average, 96.4 percent of the homicides involved men only.

Men also tend to show much more competitive behavior in societies throughout the world. Many studies have shown that girls and women behave much more cooperatively in a wide variety of societies. As Browne (1995:1026) has said, "In our ancestral environment, women enhanced their reproductive success by cooperating with sisters and co-wives, situations in which they gained no reproductive advantage through open conflict or changes in coalitions. Men, on the other hand, enhanced their reproductive success by cooperating with male relatives and nonrelatives at times, and competing with them at times. Dominance assertion in male groups is more likely to lead to enhanced reproductive success than it is in female groups." What is true of aggressiveness
and competitiveness is also true of risk-taking behavior: Men are much more likely to engage in it than are women. In industrial societies men are much more frequently involved in car accidents and in such risky leisure-time activities as car racing, sky diving, hang gliding, and gambling (Browne, 1995). The greater risk-taking behavior of men is abundantly apparent from preindustrial societies. Two of the most risky behaviors in these societies have been big-game hunting and warfare, and men have virtually totally monopolized these activities.

Where women have a huge edge over men is in activities that involve nurturance and empathy, especially maternal behavior. Browne (1995) refers to numerous studies which show that women are more empathetic than men and are in general more "people oriented." Women are more concerned with interpersonal relations and their maintenance. Geary (1998) summarizes studies reporting that children, especially very small children, spend far more time in proximity or contact with their mothers than with their fathers. In one of these studies (Whiting and Whiting, 1975), children in Kenya, India, Mexico, the Philippines, Japan, and the United States were in proximity or contact with their mothers approximately seven-and-a-half times as much as with their fathers. Whiting and Edwards (1988) found a similar pattern in follow-up studies of children in Africa, South Asia, South and Central America, and North America. Among the Kung San, who perhaps come closer to gender equality than any society in the world, fathers provide less than 7 percent of the care of children under two years of age (Geary, 1998). Among the !Kung, fathers hold their infants an average of 57 minutes a day whereas mothers hold them an average of 490 minutes a day (Geary, 1998). Liesen (1995) reports on a cross-cultural analysis of parental behavior in 80 preindustrial societies (Katz and Konner, 1981). It was found that in 59 percent of these societies fathers rarely or never spent time with their infants. Even in the societies in which fathers were most likely to spend time with their children, fathers contributed only 6 percent of direct parental care, and only 14 percent of their time was spent interacting with their children. In Western societies when fathers interact with children it tends to be in terms of playing physical games with them, not providing parental care (Liesen, 1995). Evidence also indicates that girls spend much more time playing parenting than boys (Geary, 1998). Interestingly, "the finding that early play parenting substantially improves the survival rate of firstborn offspring in many species of primate suggests that this form of play has evolved by means of natural . . . selection" (Geary, 1998:236).

Alice Rossi (1977, 1984) has summarized evidence showing that compared to males females show greater sensitivity to touch, sound, and odor; have greater fine motor coordination and finger dexterity; pick up nuances of voice and music more readily; are more sensitive to context; and are more attracted to human faces. These traits are precisely ones that would contribute heavily to the successful rearing of a small infant. Rossi notes that, because of long infant and child dependency, prolonged infant care through intense attachment of the mother and the infant is critical to human survival, and that in hunter-gatherer societies there is extremely close contact between mother and infant and infants are nursed for as long as five years. Under such conditions, it is almost inconceivable that the female of the species would not have been selected for strong nurturant tendencies.

A great deal of evidence has also accumulated that strongly suggests there are innate differences between men and women in cognitive skills. It has long been known that in all industrial societies men score higher on tests of mathematical and spatial ability, whereas women score higher on tests of verbal skills. Many studies have shown that males tend to score higher (often much higher) on tests involving route finding, maze running, and the mental rotation of objects, whereas females score higher on tests involving remembering the locations of objects. These differences have been found in a variety of human societies and in numerous other mammal species (Kimura, 1987, 1992; Gaulin and FitzGerald, 1986, 1989; Gaulin and Hoffman, 1988; Silverman and Eals, 1992; James and Kimura, 1997; McBurney, Gaulin, Devine, and Adams, 1997; Moffat, Hampson, and Hatipanidis, 1998; Dabbis, Chang, Strong, and Milun, 1998). According to Doreen Kimura (1999:62), "The evidence is now quite clear that the male advantage on imaginal rotation tasks found in Western cultures is practically universal." As she notes, this advantage has been found among African peoples and among East Indians and other Asians. In a fascinating article, Gaulin and FitzGerald (1986) theorize that these differences are shaped by sexual selection, not only in humans but in many species of mammals as well. They argue that, since males are commonly polygynous, they evolved strong spatial abilities in order to navigate over large territories in search of mates. They tested this claim by looking at two different species of voles, one polygynous (meadow voles) and the other monogamous (pine voles). In the polygynous meadow voles, males ranged much farther from home than females, whereas in the monogamous pine voles there were no such sex differences; and in the polygynous voles, males significantly outperformed females in a maze-running task, whereas in the monogamous voles the sexes’ maze-running abilities were the same. In a second study, Gaulin and FitzGerald (1989) found that male polygynous meadow voles expanded their navigational ranges only when the breeding season arrived and only after they had reached the status of full reproductive adults. Female meadow voles’ navigational ranges remained the same under these different conditions. By contrast with the male meadow voles, male monogamous prairie voles did not expand their ranges during the breeding season or after they reached full reproductive status. Studies of other mammals have provided additional support for Gaulin and FitzGerald's argument concerning the role of sexual selection (Sherry, Jacobs, and Gaulin, 1992; Gaulin, 1995).

In a third study, Gaulin (1992) tested the alternative hypothesis that the observed sex differences in spatial ability are the result of differences in spatial experience rather than differences in brain organization. Gaulin removed prairie vole offspring of both sexes from their wild parents and reared them under laboratory conditions in which they were severely deprived of spatial experience (their ability to move about was curtailed by putting them in small cages). Their maze performance when they reached adulthood was then compared to that of their wild parents. No significant difference was found between the maze-running abilities of the spatially deprived voles and that of their spatially experienced parents. Thus, spatial experience had no effect on spatial ability.

In attempting to generalize his findings on voles to humans, Gaulin (1992) notes that, while detailed systematic study is lacking, there is nonetheless considerable evidence to suggest that in preindustrial human societies males usually have larger navigational ranges, and most preindustrial societies are polygynous. Ethnographers have often
remarked that males range much wider than females. This is known to be the case for such societies as the Yanomamö, the Ifaluk, Trinidad, the Kipsigs and the Aka Pygmies. The best data are available for the Aka Pygmies (Hewlett, van de Koppel, and Cavalli-Sforza, 1986; cited in Gaulin, 1992). It was found that in this society males not only had larger navigational ranges than females, but there was a positive correlation between the size of males' exploration ranges and the size of their mating ranges.

A different interpretation of the causes of sex differences in spatial ability has been offered by Silverman and Eals (1992), who link the differences to the demands of hunting and gathering in the ancestral environment. Tracking and killing animals over large distances would have favored precisely the kinds of spatial abilities at which men excel, they claim, whereas the demands of gathering would have selected for the ability to remember the locations of clumps of plants, the ability at which females outperform males. It is not yet clear which of these scenarios is the more accurate, or, indeed, whether a choice must be made. It could well be that both kinds of demands have operated on humans, thus overdetermining male spatial abilities. (In a personal communication, Gaulin reports that he intends to test these two models directly against each other by using another species, chimpanzees. Unlike voles and humans, male and female chimpanzees do not differ in foraging patterns, but they are sexually dimorphic and female male with many females. Thus, they would appear to constitute an ideal test.)

There is also hormonal evidence suggesting an innate foundation to sex differences in cognitive skills. As Gaulin and Hoffman (1988:137) note, "sex differences in spatial ability become much more pronounced at adolescence and then increase in middle age, thus paralleling the pubertal peak and subsequent decline in sex hormones." Research has shown that women receive lower spatial test scores when they are ovulating, which is when their estrogen levels are at their peak, and higher scores when they are menstruating, which is when estrogen levels are normally at their lowest level (Kimura, 1999; Gaulin, Silverman, Phillips, and Reiber, 1997). Moreover various kinds of hormonal disorders are often associated with anomalies in cognitive skills. For example, males suffering from the disease known as kwaishiko often have elevated estrogen levels, and such males have been found to be below normal in spatial ability (Gaulin and Hoffman, 1988). Idiopathic hypogonadotropic hypogonadism (IHH) is a hormone disturbance in which males have small genitals and abnormally low testosterone levels. Such males score lower on spatial abilities than normal males, and often even lower than males who develop a testosterone deficiency later in life (Kimura, 1999). Another hormone anomaly is congenital adrenal hyperplasia (CAH), which occurs in both males and females. This is a condition in which the adrenal glands produce too much androgenedenedone, a testosterone-like hormone. Girls with this condition have been found to score higher on spatial tests of rotation, visualization, and disembedding abilities, tasks on which males normally score much higher than females (Kimura, 1999).

The typical sociological claim that the various patterns discussed above have been produced by differential socialization of the sexes is implausible in the extreme given the extraordinarily widespread or even universal nature of the pattern. As Kingsley Browne (1995:1050) has argued, "Cross-cultural uniformity is difficult to explain without reference to some underlying component of the human psyche. If the uniformity occurred through independent invention in each culture or group of cultures, the question is why did culture after culture come to the same independent conclusion? The most likely answer would be that there is something about our nature that leads us to come consistently to the same answer." Browne's point is extremely difficult to refute. If socialization is the cause of greater male domination of political leadership and monopolization of high-status positions, greater male aggressiveness, competitiveness, and risk-taking, and the cause as well of the nurturant and empathetic orientations of females, and if the socialization process is itself essentially uncaused or arbitrary, then what we should find in the full range of the world's societies is essentially this: About a third should be led by men, another third by women, and the remaining third by both men and women; about a third of the world's societies should make women the primary child care providers, another third should give men this role, and the final third should assign this responsibility to both men and women equally, and so forth and so on. But this is not even remotely what we find.

Moreover, differential socialization cannot be the cause of these differences if in fact there really is very little differential socialization of the sexes taking place. David Geary (1998) points out that studies carried out in Western societies indicate that parents actually treat boys and girls in very similar ways with respect to such broad areas of socialization as encouragement of achievement, warmth and nurturance, encouragement of dependency, restrictiveness, disciplinary strictness, encouragement of sex-typed activities, and clarity of communication. The most comprehensive assessment of these studies is that of Lyttton and Romney (1991), who examined 172 studies involving 27,836 subjects. The one exception seems to be that fathers discourage boys from playing with dolls and other girls' toys. However, it is likely that this difference is simply a parental reaction to differences in boys' and girls' behavior, or to parental concern about sexual orientation, since the doll play of boys is highly correlated with a later gay orientation. Geary also points to a review of evidence (a summary of 81 studies by Barkley, Ullman, Otto, and Brecht, 1977) showing that it is very unlikely that these differences between the sexes result from children selectively imitating the same-sex parent. Girls tend to imitate feminine behavior whether it is displayed by a woman or a man, and boys tend to imitate masculine behavior regardless of the sex of the person displaying it.

Finally, the biomaterialist argument being presented here is also strongly supported by one of those infrequent natural experiments, in this case involving the Israeli kibbutzim (Tiger and Shepher, 1975; Spiro, 1979). These communal settlements were established early in the twentieth century by Eastern European Jews with a Marxist ideological outlook. An attempt was made to abolish the "bourgeois family" and traditional gender roles. In the first generation women and men shared fully in domestic and agricultural tasks and by and large enjoyed a condition of gender equality. When children were born they were reared in a communal nursery by professional nurses rather than by their natural parents, and children merely visited occasionally in their parents' apartment. However, by the third generation this pattern had clearly unraveled. Women were increasingly concentrated in traditional gender roles, such as domestic work, laundering, and cooking, and men took over agricultural and industrial work. Women also disappeared from political leadership, this being taken over by men. Parents became increasingly dissatisfied with the limited contact they were permitted with their children. Mothers in particular demanded greater opportunities to be with their children and to participate in rearing them. Gradually the traditional nuclear family was reestablished, and mothers
became the primary child care providers. A reasonable conclusion from all this is that the kibbutz experiment was inconsistent with human biology and as a result social patterns changed to conform more closely to humans’ natural biological predispositions.

The biomaterialist understanding of gender should not be seen as somehow opposed to feminism as a political approach. Many sociobiologists are women, and most of these are in fact feminists of one type or another. (To name just a few: Margo Wilson, Laura Berezig, Barbara Smuts, Jane Lancaster, Sarah Blaffer Hrdy, and Monique Bergerhoff Mulder.) Sociobiologists, whether male or female, do not try to use sociobiology as an argument against the push for gender equality. They do not try to justify the gender status quo. Tatu Vanhanen (1992), for example, interprets the overwhelming male monopolization of political leadership in biomaterialist terms, but he nonetheless argues that women in modern societies should work for equality and he prefers it to inequality. In fact, some sociobiologists have tried to show that sociobiology and feminism are highly compatible, and, in fact, are sometimes saying much the same thing (Smuts, 1995; Hrdy, 1997; Buss, 1996; Gowaty, 1992; Buss and Malamuth, 1996; for a dissenting voice see Tang-Martinez, 1997). Both Barbara Smuts (1995) and Sarah Blaffer Hrdy (1997) see male domination (or patriarchy, as they prefer to call it) as rooted in sexual selection, as I have been arguing all along. Smuts, Hrdy, and others recognize that “biology is not destiny,” and that we can change the gender status quo if we desire.

Sociobiologists and feminists agree on several basic points: that men tend to control resources and power everywhere; that men frequently control women by way of their control of resources; that the control of women often centers on female sexuality; and that men often think of women as sexual property (Buss, 1996). But feminists and many sociobiologists would argue that there is nothing inevitable about any of these things. Based on her sociobiological analysis of gender relations, Smuts (1995) offers the following proposals for creating greater gender equality in modern societies:

- **Male domination is greater where male-male coalitions are strong and female-female coalitions are weak. Therefore, to reduce male domination women should work to build strong alliances with each other.**
- **Male domination is greater where males control important resources, especially economic resources. Therefore, women should work for greater economic opportunities and legal protection of their property rights.**
- **Male domination is greater where the inequalities among males are greater. Therefore, women should work for economic and political changes that would reduce inequalities among males.**
- **Women often contribute to the perpetuation of male domination in various ways. For example, women prefer as mates men who are rich in resources, which promotes inequality among men. Therefore, women can help to dismantle male domination by changing the way they respond to the characteristics of males.**

Smuts argues that the characteristics listed above that intensify male domination are elaborations, within specific environments, of the basic male reproductive strategy. They vary considerably from place to place, and thus have a considerable amount of free play.

Of course, most of these changes will be a lot harder to make than to propose. For example, getting women to change their preference for resource-rich males, a preference strongly built into the human biogram, will be very difficult. Nonetheless, the point is made that sociobiology and feminism need not be at odds.

**CROSS-CULTURAL VARIATIONS IN THE STATUS OF WOMEN**

Despite the overall pattern that we have been discussing, the status of women varies significantly from one society, and one type of society, to another, and it is difficult to explain these differences biomaterialistically. Let us look at the ecomaterialist and polimaterialist alternatives.

Polimaterialist interpretations of gender inequality have been presented by William Divale and Marvin Harris (1976; Harris, 1977) and by Randall Collins (1975, 1985b). Divale and Harris have identified a pervasive male supremacist complex in band and tribal societies and have linked it directly to the practice of warfare. They say that, whenever warfare occurs in band and tribal societies (which it does very frequently), a distinct survival advantage is given to those societies that can rear the most fierce and aggressive warriors. “Given warfare,” they say (1976:526), “males rather than females are trained to be fierce and aggressive because in hand combat with muscle-powered weapons the average height and weight advantage of males is decisive for individual and group survival.” To make males as fierce and aggressive as possible, male qualities are greatly exaggerated and female qualities denigrated. Women will be part of the reward for military bravery (through such practices as polygyny), and they will be reared to be passive and to accept the authority of men. Collins has developed a similar theory to explain male domination in any society, but especially in agrarian societies. Collins notes that men in many societies have often gone to great lengths to monopolize the weapons of war. Where these weapons are little developed and there is little or no military threat, men will have little incentive to organize themselves into military groups, and the relations between men and women will tend to be egalitarian. But where military weapons are well developed and there is constant fighting, men will be highly organized into cohesive military groups. This will drive a wedge between men and women and produce marked female subordination.

Martin King Whyte (1978) and I have independently tested the basic logic of this polimaterialist argument. Whyte created a large number of gender status variables for half of the SCCSs and selected ten of these for cross-tabulational analyses with a variety of independent variables. Only three of the gender status variables turned out to be reliably and consistently correlated with the independent variables: the level of female domestic authority, the existence of female solidarity groups, and the degree of male control of female sexuality. The extent of warfare was correlated with these variables, but in the wrong direction. Warfare correlated .44 (gamma) with domestic authority, .36 with female solidarity groups, and .14 with control of female sexuality. These findings not only fail to support the militarism hypothesis, but actually show that warfare is associated with a higher rather than a lower gender status.
My own analysis of the SCCS data also strongly contradicts the militarism hypothesis. Overall warfare frequency correlated only \( -0.049 \) (Pearson \( r \)) with female domestic authority, \(-0.104\) with female solidarity groups, and \(-0.096\) with control of female sexuality. When internal and external warfare were separated, the correlations were essentially the same. No matter which study’s results are more reliable, Whyte’s or mine, both disconfirm the militarism theory of male dominance. Because Harris’s version of the theory pertains to band and tribal societies, and because Collins is thinking mainly of large-scale agrarian societies, additional correlations were computed separately for three different types of societies. In the case of foraging societies, overall warfare frequency correlated \(-0.324\) with female domestic authority, which is consistent with the militarism hypothesis. However, it correlated \(0.243\) (\(0.494\) in the case of external warfare) with female solidarity groups, and \(0.248\) (\(0.517\) in the case of internal warfare) with control of female sexuality, correlations that run in the opposite direction from that predicted. For horticultural societies, female domestic authority and control of female sexuality were uncorrelated with warfare, but-female solidarity groups correlated \(0.454\) with overall warfare frequency, a correlation that once again runs in the wrong direction. Finally, for intensive agricultural societies, there was a correlation running in the wrong direction between overall warfare frequency and control of female sexuality (\( r = 0.382, 0.549 \) for external warfare), and warfare did not correlate with the other two gender status variables. On the whole, these results require us to reject the militarism hypothesis.

Important ecomaterialist theories of societal variations in gender inequality have been formulated by Friedrich Engels (1970[1884]), Karen Sacks (1975, 1979), Kay Martin and Barbara Voorhies (1975), and Rae Lesser Blumberg (1984) (cf. Chafetz, 1984). Engels’s theory, developed in the late nineteenth century, was, unsurprisingly, Marxian in nature. Engels thought that societies prior to the rise of private property, social stratification, and the state were ones in which the sexes were essentially equal. With the emergence of stratification and the state, men gained control over property and used this control to subordinate women. Thus was patriarchy born. There are at least two major problems with this theory. First, little known to Engels, classless and stateless societies are all male dominated, some of them highly so; and second, Engels never tells us why it should be men, rather than women or both men and women, who tended to control private property once it had arisen. Despite the problems with this theory, however, a modified version, one holding that the status of women has at least declined throughout social evolution, might be workable.

Karen Sacks (1975, 1979) has developed a modern version of Engels’s argument. She argues that the evolutionary decline in the status of women has been most closely associated with the increasing levels of exploitation typical of societies at more advanced stages of societal development. Because men did not have to rear children, they could be more intensively exploited than women, and thus were selected by ruling classes for economic tasks outside the home. As a result, women came to be shunted off into the household where they concentrated on domestic work and child rearing. This set the stage for a dramatic decline in women’s status; they came to be defined as dependent wards of men and less than full adults. Like Engels, Sacks is probably correct in seeing at least a decline in women’s status with social evolution, but it is not clear that this necessarily has anything to do with the aims and goals of ruling classes. With the rise of stratification and the state, the demands of agricultural work would have become greater with or without the actions of a ruling class, and thus it would have fallen largely into the hands of men.

Martin and Voorhies (1975) argue that gender roles are adaptive results of underlying economic, technological, and economic arrangements. The gender division of labor will reflect the suitability of each sex to particular tasks within the framework of a society’s overall mode of production. For example, men are better suited to hunting in hunter-gatherer societies because they are not the primary child care providers, and women are better suited to gathering because it is more compatible with child care. In agrarian societies, men will take control of economic production because of its size, energy, and strength requirements, and because women are vitally needed for reproductive and household roles. Once the sexual division of labor is set, the extent to which men control production will determine their degree of power and dominance over women.

Rae Lesser Blumberg (1984) has proposed a similar argument, holding that the most important factor determining the status of women in the world’s societies is women’s level of economic power. Economic power is a major resource that can be used by women to advance their interests, and thus the more economic power women have the higher their status with respect to men. What factors determine women’s level of economic power?

Blumberg proposes three: the strategic indispensability of women’s labor, the organization of the kinship system, and the nature and extent of the stratification system. Women’s labor is indispensable if they make an important contribution to total household subsistence needs, if they perform tasks that require considerable technical expertise, if they are relatively free from male supervision, and if they are organized into cohesive work groups. In terms of the kinship system, matrilocal and matrilineal societies tend to lead more economic power for women because of women’s greater involvement in property ownership and management. As for the stratification system, Blumberg argues that the more intensive and elaborated it is, the lower women’s level of economic power. Blumberg stresses that economic power not only increases women’s status—the positive regard and respect for them on the part of men—but also gives them more autonomy, or a greater ability to manage their lives free from male control. Or, to use Blumberg’s term, economic power gives women more “life options”—more ability to control sexuality, reproduction, household affairs, marriage, divorce, and overall mobility.

An examination of the evidence shows strong support for these ecomaterialist arguments. It is hunter-gatherer societies that for the most part give women the highest status and greatest degree of autonomy, and these societies are ones in which women make a major contribution to subsistence. Women are the principal gatherers, often contributing more than half of the total food that everyone will eat, and they are able to capitalize on this resource control. In fact, the status of women among hunter-gatherers appears to vary in accordance with how much they contribute to subsistence (Friedl, 1975). For example, among the !Kung San the gathering of women is a major contribution to the diet (perhaps as much as 60 to 80 percent of the total food intake), and the !Kung come about as close to a gender egalitarian society as there is. Women are able to express their views on all topics and are generally not subjected to the kinds of sexual stereotypes, taboos, and restrictions that are common in many other societies. Women seem to enjoy a considerable amount of autonomy and, apparently, have high self-esteem. The Eskimo, whose diet consists mostly of food provided by men through hunting, are, by contrast, a
highly male-dominated society (Friedl, 1975). Women are treated as sex objects and commonly subjected to male violence.

Horticultural societies, like hunter-gatherer societies, are ones in which women still make an important contribution to subsistence. In most horticultural societies women are the principal cultivators (Martin and Voorhies, 1975). Men usually prepare the garden sites for planting, but then the women commonly take over from that point. For this reason, Ester Boserup (1965, 1970) has called horticultural societies “female farming” societies. It is difficult to generalize about horticultural societies because they exhibit a wide range of female status. However, it is probably fair to say that most horticultural societies are much more male dominated than hunter-gatherer societies. At one extreme are the Yanomamó (Chagnon, 1983), who are one of the most male-dominated societies in the world. Among these people, men control virtually every sphere of social life. Men hunt and control horticultural production. In addition to their complete domination of politics and warfare, men also dominate religious life. Part of their religious ritual involves men blowing a hallucinogenic drug up each other’s noses, and women are completely excluded from this activity. Yanomamó men are extremely noteworthy for their aggressiveness and the violence they direct toward women, which includes frequent gang rape. Near the other extreme are the Iroquois, who in recent centuries inhabited parts of western New York state and adjacent parts of Canada (J. Brown, 1975). Although official positions of political leadership were in the hands of men, women had veto power over the men who were appointed to these positions. The Iroquois were a matrilineal and matrilineal society, and thus land was in the hands of women. As a result, women had considerable influence over the affairs of their domestic groups. Women were also significantly involved in religious ritual. Iroquois men spent a great deal of time away from home engaged in warfare and hunting, and women had considerable autonomy.

As Blumberg has suggested, among horticulturists the status of women is significantly affected by kinship patterns. In patrilineal societies, land is owned and inherited through males in their roles as fathers, and women become economic producers in kin groups that are controlled by their husbands. In these societies women ordinarily have very low status. A husband will acquire rights in a woman as a childbearer, and the woman’s offspring belong to the father and his patrilineage. Among matrilineal horticulturalists, women are the focus of the kinship system, with men tracing their genealogical links through their mothers and sisters. Land is owned matrilineally, and women’s economic production contributes to their own kinship group rather than to that of their husbands. Because of these things, women fare better in matrilineal than in patrilineal societies.

Among all the major types of human societies, it is in agrarian societies that the status of women reaches its depths. In the transition from horticultural to agrarian societies, major changes took place in technology and economic life (Martin and Voorhies, 1975). With the shift to much more land- and labor-intensive forms of agrarian cultivation, the role of women as economic producers was greatly reduced, and economic production came to be dominated by men. As men took control of production, women became “domesticated”—assigned to the household and the activities connected with it. There emerged what Martin and Voorhies have called the “inside-outside dichotomy,” which involved the division of social life into two distinct realms. The “outside” sphere included those activities that occurred outside the home, such as economics, politics, religious life, and education. The outside sphere was a male sphere. The “inside” sphere was, by contrast, a female sphere, and involved activities that occurred within the home, mainly cooking, cleaning, laundering, and the nursing and rearing of children. With the emergence of the inside-outside distinction, men and women came to live in dramatically different worlds, and elaborate sexist ideologies emphasizing the natural inferiority of women spread widely. It is not an exaggeration to say that the rise of the inside-outside dichotomy was associated with the descent of women to the nadir of their socially assigned inferiority.

In many agrarian societies women have been veiled and secluded and much of their movement and many of their activities have been sharply restricted (Martin and Voorhies, 1975; Mandelbaum, 1988). They have been forbidden to own property, engage in politics, pursue education, or to initiate divorce. Many agrarian societies have made women legal minors and dependent wards of men. Agrarian societies are well known for their tight controls over female sexuality. Many have demanded premarital virginity on the part of girls, and premarital and extramarital sex have been severely punished. Agrarian societies have also frequently embraced the forms of genital mutilation known as clitoridectomy and infibulation, practices which indicate that women in these societies are extreme forms of sexual property. By contrast, agrarian societies have permitted and even encouraged nonmarital sexual activity for males. While all societies appear to have a sexual double standard favoring men, this standard is more elaborately developed in agrarian societies than in any other.

There has been a great deal of debate concerning whether the rise of capitalism and industrialism has improved or worsened the status of women (J. Thomas, 1988). Many social scientists, Marxists in particular, have portrayed capitalism as having a negative impact on the overall status and life situation of women (J. Thomas, 1988; Tilly and Scott, 1978). My view, however, is that the evidence strongly supports the notion that women’s situation has for the most part improved since the advent of capitalism. Women have, for example, essentially achieved political and legal equality with men and are no longer regarded simply as legal minors and dependent wards of men. Compared to women in nearly all agrarian societies, as well as to women in many horticultural societies, women under capitalism have realized a dramatic improvement in their status and in their capacity to control their own lives free from male control. This improvement may have begun as early as the eighteenth century (Shorter, 1976). After this time women frequently became employed in cottage industries and small-scale factory work, and this employment increased their power and autonomy and improved their status. As Edward Shorter notes, as a result of their new work roles, women gained control over an extremely valuable resource, money, and “the weekly wage packet turned into a weapon in the struggle for domestic power” (1976:520). For the most part the changes in women’s status occurred among peasants and workers rather than the middle and upper classes, and for these latter groups the situation was different. However, most women during this time belonged to the peasant and working classes.

These changes in women’s status with the shift from agrarian to industrial societies cry out for ecomaterialist explanation. Before the Second World War many single women were in the labor force, but very few married women were. But after the war,
there was a veritable flood of married women, including those with small children, into the labor force. In 1948 only about one married woman in nine was in the U.S. labor force (U.S. Department of Commerce, 1975), but by 1980 the percentage had increased to 45 percent and by 1995 it had risen to nearly 64 percent (U.S. Bureau of the Census, 1996). Marvin Harris (1981) has linked the rise of feminism and the women's movement since the 1960s to this rapid entry of women into the labor force. Harris claims that women's labor was increasingly sought by capitalists to fill the rapidly growing number of service and information jobs in the economy. Women also sought employment in order to improve or at least help maintain their families' standards of living. The increased participation of women in the labor force eventually encouraged them to feminist consciousness. The movement of married women with children outside the home made them increasingly aware of an entire realm of existence previously little known to them. Moreover, as women came to see how much less they were being paid than men, they came to perceive themselves as victims of economic discrimination, which helped to facilitate a broader consciousness regarding their overall social situation. Thus, the most important twentieth-century changes in women's status can be linked directly to major economic changes that occurred after mid-century.

Analyses of SSCS data by Martin King Whyte (1978) and myself provide quantitative reinforcement for these qualitative analyses. Using female domestic authority as the dependent variable, Whyte found that it correlated -.55 (gamma) with the presence of the plow, -.55 with the presence of weaving (a measure of economic differentiation), -.51 with the presence of irrigation, .42 with the importance of hunting and gathering, and -.40 with both the presence of animal herding and the degree of community stratification. Whyte found that female solidarity groups correlated -.65 with the plow, .51 with hunting and gathering, .40 with the degree of societal complexity, -.39 with weaving, and -.37 with irrigation. Significant associations were also found for male control of female sexuality, which correlated -.65 with the plow, -.65 with weaving, -.55 with community stratification, -.51 with private property, -.49 with irrigation, and -.48 with the cultivation of grains. These data show that as societies adopt more intensive modes of subsistence, become more economically differentiated, and come to be focused on private property and social stratification, the status of women falls substantially. This offers support for a modified version of Engels's theory. Blumberg's ecomaterialist interpretation of gender postis that as women gain more economic power their status rises. Perhaps the best operationalization of women's level of economic power is the extent to which they contribute to subsistence. Surprisingly, Whyte found women's contribution to subsistence to be unrelated to his gender status variables. It correlated .00 (gamma) with female domestic authority, -.01 with female solidarity groups, and .13 with control of female sexuality.

I have attempted to supplement Whyte's analyses with additional analyses of the SSCS of my own. I found an additional number of significant correlations between the three main gender status variables and ecomaterialist independent variables. Female domestic authority correlated -.41 (gamma) with class stratification and -.44 with subsistence type (an ordinal variable ranging from foraging to intensive agriculture using the plow). Forty-seven percent of egalitarian societies gave women high domestic authority, but women had high domestic authority in only 7 percent of the most elaborately stratified societies. And women had high domestic authority in 45 percent of foraging societies but in only 6 percent of intensive agricultural societies with the plow. Female domestic authority also correlated -.44 with patrialoc or virilocal residence. Most importantly, I found that female domestic authority correlated most strongly of all with women's contribution to agriculture (.46). Sixty percent of societies where women contributed 10 percent or less to agricultural production gave women low domestic authority, and in only 7 percent of these societies did women possess high domestic authority. Only 11 percent of societies in which women contributed between 50 and 60 percent of agricultural output scored low on female domestic authority, but women had high domestic authority in 50 percent of these societies. These findings show that women's contribution to subsistence is an important determinant of their status, but it appears to be their contribution to agriculture rather than their overall contribution to subsistence that is important.

The pattern of relationships is much the same when the measure of gender status is female solidarity groups. This measure correlated -.34 with social stratification, -.42 with political role differentiation (a measure of societal complexity), -.52 with patrilinearity, -.54 with subsistence type, and .57 with women's contribution to agriculture. A full 55 percent of foraging societies score high on the female solidarity scale as opposed to only 6 percent of intensive agricultural societies with the plow. In the case of the latter type of society, 61 percent score low on the female solidarity scale compared to only 20 percent of foraging societies. As was the case for female domestic authority, the strongest predictor was women's role in agricultural production. Among societies where women do 10 percent of agricultural production or less, 47 percent score low on the female solidarity scale and only 12 percent score high. But where women do 50 to 60 percent of the agricultural production, 63 percent of the societies score high and none at all score low. Correlations were somewhat weaker when control of female sexuality was the measure of gender status. These correlations were .38 for the importance of gathering, -.42 for subsistence type, .51 for women's contribution to foraging, and -.63 for presence of the plow.

I have attempted to refine these analyses by putting the strongest independent variables into multiple regression equations with each of the measures of gender status. The best predictive model for female domestic authority included women's contribution to agriculture, subsistence type, patriarchal or virilocal residence, and class stratification, with R being .457 and 16 percent of the variance explained. Most of this explanation was generated by two variables, women's contribution to agriculture and class stratification. The results were stronger when female solidarity was used as the dependent variable. Here two variables combined achieved an R of .633 and explained 34 percent of the variance. These variables were women's contribution to agriculture and political role differentiation, with the latter contributing slightly more than the former. The regression analysis for control of female sexuality produced weaker findings. The best model achieved an R of .330 and explained only 7 percent of the variance. The variables included in this model were use of the plow, patrialoc or virilocal residence, and the contribution of women to foraging. Use of the plow was the strongest predictor.2

In sum, these analyses show that the most important determinants of variations in the status of women are precisely those factors stressed by ecomaterialist theories. As stressed in Blumberg's theory, women's economic contribution, or at least her contribution to agriculture, looms large. Social stratification and societal complexity are also
important, giving at least some credence to Engels’s theory. The measures of gender status we have had to work with are not ideal measures by any means, and there is undoubtedly measurement error in the SCCS data. Thus it is likely that these results underestimate the causal role of ecalutur factors.

ADDITIONAL EVIDENCE

An important study of how both biological predispositions and socialization contribute to gender differences has been carried out by the sociologist J. Richard Udry (2000). Udry studied a sample of women from the Child Health and Development Study, which took blood samples from pregnant women in the San Francisco Bay Area between 1960 and 1969. Samples were collected for every trimester and then frozen for thirty years. In 1990 and 1991 Udry and his research team interviewed many of the white daughters born to these women between 1960 and 1963; the daughters were at that time between twenty-seven and thirty years old. The respondents completed a variety of questionnaires and checklists designed to determine their degrees of femininity or masculinity and their sex role socialization experiences. Udry then looked at the relationship between these sex role orientations and the levels of various sex hormones in the mothers’ blood samples when their daughters were in utero. Udry found that prenatal levels of sex hormone binding globulin (SHBG) had a strong effect on the daughters’ levels of femininity or masculinity when they were adults. SHBG binds testosterone and transports it in the blood, and the higher the SHBG level the lower the level of testosterone. Women who had low prenatal SHBG levels (and thus high prenatal levels of testosterone) were significantly more masculine in their orientations and behavior than women with high SHBG levels (and thus low prenatal levels of testosterone). However, this was true only for SHBG levels during the second trimester of pregnancy; SHBG levels during the first and third trimesters were unrelated to masculinity-femininity. This is an extremely important finding, because it is only during the second trimester that fetal neurological organization is taking place; this is the time when the brain is being “sexed.”

Udry found that socialization also played a role in determining levels of masculinity and femininity, but that socialization experiences interacted in an important way with prenatal hormone levels. Women who had low prenatal exposure to androgens were fairly receptive to their parents’ socialization efforts; feminizing socialization efforts made them even more feminine, and, presumably, masculinizing socialization efforts could turn their behavior in a more masculine direction. By contrast, women who had high prenatal androgen levels, and thus who tended to be more masculine right from the start when they were young girls, were almost completely resistant to their parents’ efforts to encourage feminine behavior. As Udry (2000:450–51) puts it, “the more the parents worked to improve below average femininity, the less successful they were; the more they tried, the less feminine the daughters were in adulthood.” Respondent answers indicate that if a daughter has natural tendencies to be feminine, encouragement will enhance femininity; but if she has below average femininity in childhood, encouraging her to be more feminine will have no effect.”

It is important to remember that Udry was only studying prenatal hormone levels and masculine vs. feminine orientations and behavior in females. There is obviously much less variation in these variables within the female sex than between females and males. What, then, are the implications for male-female differences in sex role orientations? Udry’s answer is that it would be predicted that the much higher levels of prenatal androgens in males—levels about ten times as high as those of females—would not only strongly masculinize their later gendered behavior but would also make them highly vulnerable to the effects of socialization experiences designed to make them more feminine. Males, simply because they are males, seem to be highly resistant to feminizing socialization efforts.

Udry pulls his findings together and gives us the following biosocial interpretation of gendered behavior the world over (2000:454):

[Biology sets limits to the macro-construction of gender and also sets individual limits to the effects of gender socialization. . . . if the statement, “Gender is a socially constructed device invented by males to exploit females,” is treated as a premise, an integrated macro model can explain why it is a male rather than a female invention. Differential female exposure to androgens can explain the differential response of females to their disadvantage. [The f/etally most androgenized females should be the most “feminist” in their outlooks and interests.]

Broadening the theory I have sketched here leads toward explanation of the cross-cultural similarities of gender structure while leaving intact the sociological explanation of cross-cultural variation in terms of technology and ecological variation. We can theorize about the escape of exceptional women from even the most stultifying and restrictive boundaries of women’s roles while not giving up an inch of constructionist territory in explaining the structure from which they escaped.

A biosocial macro theory is simple: Humans form their social structures around gender because males and females have different biologically influenced behavioral predispositions. Gendered social structure is a universal accommodation to this biological fact. Societies demonstrate wide latitude in this accommodation—they can accentuate gender, minimize it, or leave it alone. If they ignore it, it doesn’t go away. If they depart too far from the underlying sex dimorphism of biological predispositions, they will generate social malaise and social pressures to drift back toward closer alignment with biology [as is clearly indicated in the famous case of the kibbutzim].

Udry believes that his findings have important implications for social change efforts in the direction of greater gender equality. Most critically, they indicate that efforts to resocialize males to be more feminine will have very limited success. Instead, efforts should concentrate on making females more masculine in their life orientations, occupational interests, and so on. This seems to fit extremely well with changes in gender roles over the past forty or fifty years. Men have changed little, whereas women have changed considerably. Women have become much more like men than men have become like women. (Whether this is a good thing or not depends on one’s moral and political values, as Udry himself points out, and is a question that is beyond the scope of this book.)

I would only add that, while gender equality may be possible, a completely degendered society is not. As Udry remarks (2000:454), “A social engineering program to degender society would require a Maoist approach: continuous renewal of revolutionary resolve and
a tolerance for conflict. But not only would few people wish to live in such a society; it is likely that such extreme efforts would nowhere, in fact, realize their aim. ²

NOTES

1. Bobbi Low (2000) remarks that, even with these qualifications, Whyte still exaggerates the political power of women in some societies. Low examined nine societies identified by Whyte as ones in which women have "significant power." She found that in most of these, that was not actually the case. In three of the societies the only evidence was a conversation or rumor. Whyte regards women among the Saramaccas as having power equal to that of men, but it is clear upon closer examination of their power was limited to women's affairs. They had only informal influence over men. This seems to be the case in several of the nine societies, and possibly even in all of them.

2. Despite the relatively weak results from the regression analysis involving male control of female sexuality, this is clearly an important dimension of female status and it is clearly related to levels of social evolution. In the Ethnographic Atlas (Murdock, 1967), a data bank of 1,267 pre-industrial societies, in terms of class stratification, 56 percent of societies with complex stratification demand premarital virginity on the part of girls, but only 18 percent of egalitarian societies demand premarital virginity; and 49 percent of egalitarian societies freely permit premarital sex for girls, but only 9 percent of societies with complex stratification freely permit it. In terms of stage of political evolution, 73 percent of large states demand premarital virginity for girls, but only 21 percent of bands and tribes do so.

We know why men want to control female sexuality, but why should they be able to control it much more in societies at higher stages of social evolution? The answer is probably that women are competing more among themselves for men, especially high-status men, who prefer virgin brides and are in a position to demand them. In societies that are more highly stratified, women want men with resources and will be more likely to give in to male wishes under the circumstances. It is a cost-benefit matter. It is notable that in Islamic cultures senior women put intense pressure on girls to remain virgins. As Barbara Smuts has noted (1995:17), "over the course of evolution, male sociopolitical arrangements increased the variance in male wealth and power and perpetuated family differentials across generations. As a result of increasingly unequal relationships among men, women became increasingly vulnerable to the will and whims of the few most powerful men, and women's control over their own sexuality was greatly reduced."

3. Udry's finding that socialization affects gender role behavior perhaps qualifies but does not contradict the findings of Geary (1998) and Lyttom and Romney (1991) that there is little differential sex role socialization currently taking place in Western societies. Udry is focusing only on the degree of masculinity or femininity, whereas Geary and Lyttom and Romney's focus is considerably broader. They are looking at such things as encouragement or discouragement of achievement, strictness of parental discipline, restrictiveness, and clarity of communication. Differential sex role socialization does occur, but only in certain areas. Moreover, Udry perhaps overstates the importance of sex role socialization for masculinity or femininity because he, like virtually all sociologists, is still caught in the trap of thinking of socialization as something entirely separate from biology. The fact that mothers encourage femininity in their daughters and fathers masculinity in their sons is clearly closely tied to the fact that mothers are themselves already more feminine and fathers are themselves already more masculine. The encouragement of femininity in girls is the norm because mothers recognize that the female sex really is more feminine, fathers that the male sex really is more masculine. Socialization is itself a biologically driven phenomenon to a very large extent, and the encouragement of femininity in girls and masculinity in boys is a human universal.
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Marriage, Family, and Kinship

The family is based on the supremacy of the men, the express purpose being to produce children of undisputed paternity. Such paternity is demanded because these children are later to come into their father's property as his natural heirs.

—Friedrich Engels

Happy marriages are well known to be rare; just because it lies in the nature of marriage that its chief end is not the present but the coming generation.

—Arthur Schopenhauer

INCEST AVOIDANCE AND THE INCEST TABOO

Let us begin with what is perhaps the most fundamental fact pertaining to the family: incest avoidance. Incest avoidance, a cultural universal or near universal, involves the renunciation of sexual relations among individuals who are related by one-half of their genes, that is, parents and offspring and brothers and sisters. Incest does occur to some extent in many societies, most commonly between fathers and daughters; brother-sister incest is much less common, and mother-son incest is virtually unheard of (Fox, 1967; Shepher, 1983). In the early centuries of the first millennium AD, urban Greek settlers in Roman Egypt permitted—actually, encouraged—brother-sister marriage, and on the order of one in six marriages within this population took place between siblings (Hopkins, 1980; Shaw, 1992). There is also evidence of nuclear family incest (both brother-sister and father-daughter, and possibly even mother-son) in Zoroastrian Iran, although less is known about it than about brother-sister marriage in Roman Egypt, and no quantitative data on the frequency of nuclear family marriage are available (Scheidel, 1996). Moreover, some societies have followed a practice known as royal incest, which involves institutionalized incestuous marriage within ruling classes. The ancient Egyptians, Hawaiians, and Incas, several African kingdoms, as well as a number of other state-level societies, have practiced royal incest (van den Berghe and Mesher, 1980). However,
these instances of royal incest do not constitute genuine exceptions to the generalization that incest avoidance is a human universal. No one has yet discovered a society in which all or even a majority of the population mated incestuously.

Most sociologists explain incest avoidance by means of one or another type of functionalist argument, such as the so-called family disruption theory (K. Davis, 1949), an argument that goes back to the nineteenth century. This theory holds that the incest taboo was a cultural invention necessary for the stability of the family, and for at least two reasons. If the members of nuclear families mated with each other the result would be sexual rivalry, which would introduce dangerous tensions and conflicts of interest into the family. Moreover, if children were born from these unions there would emerge a serious confusion of family statuses and roles. As Kingsley Davis comments (1949:403):

If sexual relations between parent and child were permitted, sexual rivalry between mother and daughter and between father and son would almost surely arise, and this rivalry would be incompatible with the sentiments necessary between the two. Should children be born the confusion of statuses would be phenomenal. The incestuous child of a father-daughter union, for example, would be a brother of his own mother, i.e., the son of his own sister; a stepson of his own grandmother; possibly a brother of his own uncle; and certainly a grandson of his own father. This confusion of generations would be contrary to the authoritarian relations so essential to the fulfillment of parental duties.

Davis also notes that the absence of an incest taboo would lead to “an extreme concentration of each family within itself.” This would inhibit relations between families, since they would no longer be dependent on one another for mates, and thus weaken the cohesion of the wider society.

The role confusion element of Davis’s argument does have a superficial plausibility, at least if one thinks like a typical sociologist, but there seems to be very little evidence available to test it. What evidence there is—the instances of incestuous marriage mentioned above—is not accompanied by additional evidence showing that role confusion resulted, at least as far as I know. It is likely that in these instances people were able to work out special arrangements so that role confusion did not occur or was at least minimized. Long ago Durkheim (1964[1898]) argued that, in a society in which it was typical for a man’s sister to become his wife, the parties could be socially conditioned to perceive no role incompatibility or conflict. (I would agree so long as the discussion is confined to roles: Whether the parties would feel comfortable with each other at a psychological level is another matter, as we will see below.) As for the sexual rivalry element of the theory, although nuclear family incest could certainly produce strong sexual jealousy, this argument rests (as does the role confusion argument) on the Freudian assumption that there are strong sexual attractions within the family (as Davis has put it, “Only the most stringent of taboos can restrain the parent from the thought and the deed”). However, this is extremely dubious. Contrary to Freud, one of the most striking things about the nuclear family is the overwhelming absence of sexual attraction between its members.

A biomaterialist theory of incest avoidance was developed over a century ago by Edward Westermarck (1891), the so-called familiarity breeds indifference theory. Westermarck’s argument was that a sexual indifference or aversion emerged between individuals who were close childhood associates. He held that such indifference did not depend on the individuals being genetically related. Genetically unrelated persons who were close childhood associates would develop this indifference, whereas brothers and sisters reared apart would not develop feelings of sexual disinterest. Westermarck was a Darwinian. He theorized that the emergence of sexual disinterest among childhood associates was an adaptation that had evolved because it eliminated the negative effects of close inbreeding. Although Westermarck’s theory has been much maligned, it was revived in the 1960s and 1970s in connection with the discovery of some highly provocative data. Joseph Shepher (1971) examined 2,769 marriages undertaken between members of several Israeli kibbutzim. Incredibly, he found that only 13 of these marriages were undertaken between children who had grown up in the same communal nursery. This overwhelming preference of young kibbutzniks to marry outside of their own childhood groups occurred despite the absence of any norm against marrying nursery mates; indeed, kibbutzniks were generally encouraged to marry their nursery mates. When Shepher asked these kibbutz youth about their failure to marry childhood associates, they often said such things as “we feel like siblings” or “we have no attraction to each other.”

Research by Arthur Wolf (1970, 1995) on Taiwanese marriage practices is also highly consistent with Westermarck’s theory. In the early twentieth century two contrasting marriage patterns were found in Taiwan, which Wolf called “major marriages” and “minor marriages,” the latter known locally as sim-pua marriage. In a major marriage, the bride and groom were individuals who did not know each other in childhood. Often they did not even meet until the day of the wedding. In the sim-pua marriages, the bride was a woman who had been adopted into her future husband’s household as an infant or young child and brought up in close association with this boy. Wolf predicted that persons who married in sim-pua fashion would show much higher levels of marital dissatisfaction than persons who were involved in major marriages, and this is precisely what he found. He determined that 24 percent of the sim-pua marriages ended in divorce or separation compared to only 1 percent of the major marriages. Moreover, 33 percent of the women in sim-pua marriages had committed adultery compared to only 11 percent of the women in the major marriages. Wolf also found that sim-pua marriages produced fewer offspring than did major marriages, which he interpreted to mean that intercourse was considerably less frequent in the sim-pua marriages. In his most recent research, Wolf (1995) has tried to determine whether the age at which children associated with each other contributed to the strength of their sexual indifference or aversion. His data show that the first three years are crucial. Taiwanese couples who associated with each other from birth to age three exhibited much higher rates of adultery and divorce and lower rates of fertility than couples whose association began in later years. Wolf also examined Shepher’s thirteen kibbutz couples who married despite coming from the same communal nursery. In all but two cases, these couples did not associate with each other until age four or older, and in only one case was there association beginning at birth. Wolf concludes that there is a “critical period” for the acquisition of incest aversions among childhood associates, and that this period ranges from birth until the age of three.
Results similar to Wolf’s have been obtained for Lebanese marriage practices (McCabe, 1983). Some Lebanese groups have practiced what is known as patrilateral parallel-cousin marriage, which involves the marriage of cousins who belong to the same descent group and who grew up together. In most societies this practice has been regarded as incestuous; it is found almost exclusively in Arab societies in the Middle East and North Africa. McCabe found that patrilateral parallel-cousin marriages had the same consequences that Wolf discovered in the Taiwanese sim-pua marriages. Compared to all other marriages, parallel-cousin marriages were more than four times as likely to end in divorce and produced about 23 percent fewer children.

Some years ago I undertook a survey of college students in several of my own classes, asking them a simple question: “Have you ever received, from a parent or a parent surrogate, any instruction whatsoever in regard to the necessity of avoiding incest?” I told the students that even if this instruction was extremely slight, they were to count it as a yes. My results confirmed exactly what I predicted: that the vast majority of the students had never been given any such instruction. (Between 90 and 100 percent of the students reported no instruction whatever.) I myself had never been given such instruction, even though I had been given considerable instruction on many other aspects of sexual behavior. I reasoned that my experiences were probably typical, and this is what I found. What this means is that the incest taboo can hardly be simply a cultural norm if it is seldom taught, and if the vast majority of people avoid incest even though they are never taught to do so, then the behavior must be springing from natural tendencies.

A biomaterialist interpretation is also strongly suggested by evidence of patterns of inbreeding avoidance among other animals (Bischof, 1975). Incest avoidance is widespread (though not universal) among primates and other mammals, and also common in birds. Chimpanzees for example, avoid close inbreeding by virtue of the fact that females from one community transfer to another community after sexual maturity and mate only with that community’s males. Another very strong line of evidence supporting the biomaterialist interpretation is the results of studies of inbreeding depression. Inbreeding depression consists of the genetic defects and premature deaths that occur in the offspring of closely related individuals. In a study by Seemanova (1971), 42 percent of the children born from incestuous matings suffered either severe disability or early mortality, but the rate of disability or mortality in children of nonincestuous matings was only 7 percent. Seemanova’s study also shows that the probability of the production of genetically defective offspring increases in direct proportion to the mating couple’s degree of genetic relatedness. Other studies of inbreeding depression (reviewed in M. Ember, 1983; Shepher, 1983; Scheid, 1996; and Durham, 1991) show similar results. The logical conclusion seems to be that incestuous mating is fitness reducing and has been strongly selected against in the evolutionary process.

Finally, there have been many cases of incest in which the partners were siblings who had been separated in infancy or early childhood and then were reunited in adulthood. S. Kirson Weinberg (1955) studied incest in six pairs of siblings who met as adults after having been separated in infancy. These individuals had a cognitive awareness of an incest taboo, but they felt no sexual indifference or aversion to each other because they considered each other strangers (Erickson, 1989). Similarly, there are works of fiction that deal with incest in which the partners are relatives who had been separated early in life and reunited much later. A well-known example is Herman Melville’s Pierre, or the Ambiguities. In this work, the main characters, Pierre and Isabella, are separated siblings reunited in adulthood and the relationship is charged with sexual passion from the very start. This passion triumphs despite Pierre’s knowledge of an incest taboo and his resulting internal conflicts (Cory and Masters, 1963; Erickson, 1989).

Despite the large amount of evidence supporting Westermarck’s theory, it is probably not the whole answer. Melvin Ember (1983) and William Durham (1991) point out that much evidence shows that people in many preindustrial societies seem to have a good understanding of the relationship between incestuous matings, even of cousins, and inbreeding depression. This conscious recognition that incestuous marriage often produces genetically defective offspring has probably served both to reinforce the natural tendencies toward incest avoidance among childhood associates and to extend incest prohibitions to apply to related individuals who were not childhood associates.

There are three lines of evidence that on the surface seem to refute a biomaterialist interpretation of incest avoidance: royal incest, brother-sister marriage in Roman Egypt and Zoroastrian Iran, and the occurrence of incest in modern societies. On closer inspection, however, the biomaterialist interpretation can withstand this evidence. Royal incest, as the name implies, is limited to the royal families or aristocratic classes of highly stratified societies. This incestuous practice is often explained as a mechanism by which wealth and power concentrated within a select circle of ruling kinspeople. This may be one of the conscious motives of the participants, but there is a biomaterialist side to the story that should not be overlooked. Since women all over the world strongly prefer to marry at or above their own social class level and never below it (because women seek men with status and resources), women in royal families actually have very few marital options (van den Berghe and Mesher, 1980; van den Berghe, 1983). They may be forced to marry a brother if they are to marry at all or avoid marrying down. As van den Berghe (1983:100) notes, “What is a poor princess to do? She has almost no way to go but down, unless she is lucky enough to find a king for a husband. Her brother happens to be the nearest kin, and perhaps the only one worthy of her if she was born in the monarchy at the apex of an imperial system (as was the case for both Inca Peru and ancient Egypt).” But royal incest might also be a fitness-maximizing strategy for a king or queen, as van den Berghe (1983:100) explains:

For the king, incest is a low-risk, moderate-gain strategy. If the king succeeds in producing a fit incestuous heir with an r = .75, that person will in turn become highly polygynous and produce many grandchildren with an r = .375. If the incestuous strategy is successfully repeated over several generations, the king comes close to cloning himself. For commoners who are monogamous or small-scale polygynists, the risk of inbreeding depression militates against the incestuous strategy. For a large-scale polygynist, however, the risk is low (because many more offspring are being produced). Should the strategy fail, the king’s fitness loss is minimal (being largely limited to his sister’s wasted effort), and he still has the option of producing an outbred heir with any of his many other wives.

For the queen, the incestuous strategy is far riskier, since failure seriously reduces her reproductive success, but she also stands to gain much more than the king. In short, for her,
incest is a high-risk, high-stakes strategy. If she succeeds, she hits the fitness jackpot by putting on the throne a son with an \( r = .75 \) who will in turn be highly successful reproductively through large-scale polygyny.

As for the urban Greek settlers in Roman Egypt, Brent Shaw (1992) has shown that they were a conquering elite that despised the larger Egyptian society. In order to maintain their ethnic identity, marriages with native Egyptians were prohibited, which led to a severe limitation of the supply of marriage partners. In consequence, some of the Greek settlers were forced to marry a sibling unless they were willing to remain unmarried. The logic of this situation is therefore similar to that of royal incest. Too little is known at present about incestuous marriage in Zoroastrian Iran to be able to account for it, but it is likely that incestuous marriage was an alternative to no marriage at all.

Incest occurs to some extent in modern industrial societies, although exactly how frequently is unclear. In all likelihood no more than 1 or 2 percent of the population is involved. Why does it occur? In an extension of Westermarck, Mark Erickson (1989) has argued that incest avoidance results from the failure of what he calls familial bonding. Under normal conditions parents and children and brothers and sisters develop strong bonds with one another, and this familial bonding inhibits another form of bonding that Erickson calls sexual bonding, or the emergence of sexual desire. But when familial bonding fails to develop, the door is left open to sexual bonding. In his psychiatric practice, Erickson has treated many victims of incest and found that both the victims and the perpetrators typically came from families characterized by an extreme absence of nurturance. If Erickson is right, his argument is a major theoretical achievement in that it allows us to explain at one and the same time both the avoidance of incest by the vast majority of the population and the fact that at least some incest probably occurs in every society.

**KIN SELECTION IN HUMAN SOCIETIES**

One of the most important features of kinship in human societies is its extraordinary pervasiveness. Not only are family and kinship ties universal, but they are fundamental in every known society. The old expression that "blood is thicker than water" is extremely apt. In all societies relations between kin are given priority over relations with nonkin. This is especially so in preindustrial societies, which anthropologists have documented in great detail. Kinship is so important in these societies that at one time anthropologists virtually equated social structure with the web of kinship (Murdock, 1949), and it is well known that studying a preindustrial society, especially a preliterate one, anthropologists spend an inordinate amount of time establishing genealogies. Sociologists have claimed for many decades that family and kinship have "shrunk" in modern industrial societies—that they are not as important in these societies as they are in preindustrial societies. In the 1940s Talcott Parsons (1943) put forth his famous thesis of the "isolated nuclear family" as the most fundamental feature of the American family system. According to Parsons, the nuclear family neither lived with nor pooled its

money with the extended kin group of either husband or wife. The nuclear family was economically independent, and many nuclear families were substantially isolated from their extended kin. However, no sooner was this thesis stated than it was challenged. Edward Shorter (1975) looked at working-class families in a section of London and found what he called a "stunning intensity of kin contacts." Sussman and Burchinal (1962) summarized the results of several studies. They found that the disintegration of extended kin networks in urban areas was not a common occurrence; that the leisure-time pursuits of urban working-class couples was dominated by extended family activities; that urban dwellers ranked visiting with kin ahead of visiting with friends, neighbors, and co-workers; and that the urban middle classes expressed nearly a universal desire to interact with extended kin. Winch and Kitson (1977) conducted a more recent study and found that the great majority of the individuals they studied were significantly involved in larger kin networks. They posited the existence of two somewhat different types of American family structure: isolated nuclear families, or nuclear families lacking extended kin in their own local community; and embedded nuclear families, which were nuclear families highly involved in a network of extended kin. They found that only about 13 percent of all nuclear families were isolated nuclear families, but that approximately 75 percent were embedded nuclear families. Based on these studies, it would appear that kin selection is still a fundamental feature of life in modern industrial societies.

It also appears that kin selection reared its head in the Israeli kibbutzim shortly after efforts were made to abolish the traditional family. The desire to abolish the family was based on the kibbutzniks' fervent conviction that the modern "bourgeois" family was a decadent institution that was the source of the domination of women by men and children by parents. As noted earlier, children were removed from their parents and placed in communal nurseries, where they were reared by professional nurses. This system worked for awhile, but in time it broke down as parents, particularly mothers, requested more time with their children. Not only was the nuclear family reestablished, but the extended family was as well (Tiger and Shepher, 1975; van den Berghe, 1979).

**CROSS-CULTURAL PATTERNS OF RESIDENCE AND DESCENT**

Three basic types of kinship groups are found in the world's societies. The nuclear family, which consists of two parents and their offspring maintaining a common household, is the basic family pattern in all modern industrial societies and in many hunter-gatherer societies. Extended families are networks of nuclear families that reside together and carry out a variety of joint activities. Extended families are the dominant type of kinship unit in most preindustrial societies. In a great many preindustrial societies, horticultural societies in particular, large-scale extended families known as corporate descent groups are dominant. These groups are called corporate because they have a status as a single body that acts in behalf of its members. The corporateness of these groups is signified by some of their most important characteristics: they have a name, collectively own land or other property, forbid marriage within the group, perform common religious and other ritual observances, and are bound by obligations of mutual aid and hospitality (Stephens, 1963).
Since all societies have family units, all must organize households and thus determine where newly married couples will live after marriage. Five basic forms of *postmarital residence* stand out. *Patrilocal*ty involves the movement of a wife to the extended household of her husband’s father (this is called *virilocality* if the wife moves in with her husband but the society is not organized into extended family households). *Matrilocal*ty involves the movement of a husband into the household of his wife’s mother (this is called *uxorilocality* if the husband moves in with his wife but there are no extended family households). It is, in essence, the direct opposite of *patrilocal*ty. *Avunculocal*ty is a variant of *patrilocal*ty in which a wife accompanies her husband to the household of his mother’s brother. This kind of residence is found almost exclusively in matrilineal societies (see below), and is actually somewhat more common in those societies than *patrilocal*ty (38 percent of matrilineal societies are avunculocal compared to 30 percent that are *matrilocal*). *Ambilocal*ty gives people a choice of living either with the wife’s group or the husband’s. *Natalocality* (Fox, 1967) is a rare practice, occurring most often in *matrilineal* societies, in which husbands and wives reman in the extended households of their birth. Here the marriage tie is weak or brittle, and married couples ordinarily spend little time together. Finally, *neolocal*ty involves the establishment of a new household, and is found where the nuclear family rather than the extended family is the basic kinship unit. Of the societies in the *Ethnographic Atlas* (Murdock, 1967), a large data bank of 1,267 preindustrial societies, 68.4 percent are *patrilocal* or *virilocality, 13.1 percent are *matrilocal* or *uxorilocality, 7.4 percent are *ambiloca*ly, 4.6 percent are *neolocal*ty, 4.4 percent are *avunculocal, and 9.0 percent are *natalocal*. Clearly, *patrilocal*ty or *virilocality are the overwhelming preference.

Distinct from a society’s household structure but closely related to it nonetheless is its *descent pattern*. Descent is a matter of how genealogical ties are established, regardless of who lives together. Descent groups are networks of kinspeople who have certain obligations and rights with respect to each other, such as the passing of inheritance or the socialization of children. *Unilineal* descent is the most common pattern in the world’s societies. This involves the establishment of descent groups that trace connections through either the father’s line or the mother’s line, but not both. In *patrilineal* descent a network of kin traces their relationships through a father’s line. The most important genealogical relationships are those between father and son and brother and brother. *Matrilineal* societies are nearly always *patrilocal*, so the males of a patrilineage remain together, where they carry out various economic activities and exercise authority over the other affairs of their kin group. Since marriage is generally prohibited within the group, a major problem for a patrilineage is to acquire women from other patrilineages so it can obtain children (Fox, 1967). Women are imported from other patrilineages, and the patrilineage exports its own women to some of these groups. Like *patrilocal*ty, *matrilocality is by far the most common practice in the world’s societies, with approximately half of the societies in the *Ethnographic Atlas* being *patrilineal*.

*Matrilineal* descent involves the tracing of genealogical connections through one’s mother’s descent line. It is much less common than patrilineal descent, accounting for only about 9 percent of the world’s societies. In a *matrilineal* society, every person belongs to a descent group organized through his or her mother, and father and all of his relatives belong to other groups. Because of universal male political dominance, matrilineal descent groups run into a special problem not encountered in *patrilineality*. Although females are the focus of descent, it is the males of the group who exercise authority. This leads to what has been called the *avunculate*, which is the tie between a boy and his mother’s brother. In *patrilineal* systems, there are what Malinowski (1929) identified as two types of fatherhood, which he called biological and sociological fatherhood. In these systems it is the boy’s maternal uncle who serves as his sociological father, and this relationship generally overrides the relationship between the boy and his biological father. The core of a matrilineal group is thus a network of matrilineally related men.

In *matrilineal* societies that are *matrilocality, the women of a matrilineal group remain together and the men disperse. One possible source of conflict in this system is the *intrusion of the husband* (Fox, 1967). The maternal uncle may find that his authority over his nephew is being undermined by the boy’s biological father, who remains in close daily contact with him. In *matrilineal* societies that are *avunculocal*, the men of a matrilineage stay together and the women go to live with their husbands. At puberty or marriage the children born of these unions will leave their natal households and go to live with their own mother’s brothers. In the *natalocal* group, the main (and virtually the only) role of the husband is to impregnate his wife on behalf of her matrilineal kin.

A few societies have combined *patrilineal* and *matrilineal* descent by having both types of groups, a practice known as *double descent*. In such societies everyone belongs to a *patrilineal* and a *matrilineal* group, and each kind of group is given different work to do so that the groups do not interfere with each other. If one group arranges marriages, the other will not; or a person might inherit movable property from one group but fixed property from the other (Fox, 1967). Some societies have corporate descent groups but do not restrict them by sex, thus possessing what have often been called *cognatic descent groups* (Fox, 1967). This system is radically different from a unilineal system in that the descent groups are not mutually exclusive. Indeed, cognatic descent groups extensively overlap and thus cannot ever be residential groups or lineage groups. For cognatic descent to work, there has to be some type of restriction on their composition. Fox notes that a person may have rights to several different groups, but he or she has to decide at some point which rights to exercise. The key to cognatic descent seems to be flexibility, and as a result it is sometimes called *ambilineal* descent because of the element of choice involved.

All of the groups we have been discussing are based on *ancestor focus* (Fox, 1967), which means that people trace their genealogical relations by beginning with some distant ancestor. In modern industrial societies, however, and in many preindustrial societies, there are no such groups. Instead, the descent system rests on *ego focus* (Fox, 1967), which means that small-scale groups are formed by tracing descent from a given living individual to his or her nearest living relatives. Groups called *kindreds* are formed, and these are usually bilateral, i.e., they involve tracing descent through both ‘sides’ of one’s family. Bilateral kindreds are the basic kind of nonnuclear family groups found in modern industrial societies.
Descent and residence patterns are closely related. Ninety-six percent of patrilineal societies in the Ethnographic Atlas are patrilocal or virilocal, compared to only 16 percent of matrilineal societies. Sixty-seven percent of patrilocal/virilocal societies are patrilineal. Matrilineal societies are associated with a variety of residence systems, but matrilocal/unilocial and avunculocality are by far the most common. Thirty percent of matrilineal societies are matrilocal or unilocial, and 38 percent are avunculocal. Ninety-seven percent of avunculocal societies are matrilineal. Ambilocality goes with bilateral descent, as does neolocality. Seventy-one percent of ambilocal societies are bilateral, as are 59 percent of neolocal societies.

What are some of the correlates of descent patterns? In terms of subsistence patterns, 64 percent of hunter-gatherer societies in the Ethnographic Atlas are bilateral, compared to 24 percent of societies with a mixture of foraging and horticulture, 13 percent of intensive agriculturalists, and only 5 percent of horticulturalists and pastoralists. Beyond the hunter-gatherer level, patrilineality is clearly the norm. Sixty-five percent of horticulturalists are patrilineal, as are 68 percent of intensive agriculturalists and 82 percent of pastoralists. Matrilineal societies are most likely to have horticulture (33 percent) or to combine horticulture with hunting and gathering (32 percent).

There is a connection between the nuclear family and bilateral descent. Forty-two percent of societies with the nuclear family as the modal type have bilateral descent, but only 27 percent of societies with small extended families, 14 percent of societies with large extended families, and 5 percent of societies with the stem family have bilateral descent. Bilateral descent is most common in hunter-gatherer and modern industrial societies, being universal in the latter.

How can these various types of residence and descent patterns be explained? A number of anthropologists have argued for an ecomaterialist interpretation (Keesing, 1975; M. Harris, 1979; Goody, 1976). For the most part, residence patterns seem to logically precede descent patterns. People must first organize themselves into adaptive household arrangements because it is through these arrangements that they carry out essential economic activities. Descent patterns emerge as means of conceptualizing and validating what is going on at the ground level. However, as we shall see below, there may be instances in which certain kinds of residential arrangements emerge from descent patterns.

If, then, patrilineality springs from patrilocality and matrilineality springs from matrilocality, what accounts for the far greater prevalence of patrilocality and patrilineality? One common ecomaterialist explanation relates these to population pressure, limited land and resources, and the presence of concentrated forms of wealth (M. Harris, 1975; Martin and Voorhies, 1975). The argument seems to be that keeping fathers, sons, and brothers physically together so they can pursue their common interests in land and people is a highly adaptive arrangement. This may well be so, but from the perspective of Darwinian conflict theory what is adaptive at the economic level is also likely to be adaptive genetically. John Hartung (1976, 1982) argues that, since (ceteris paribus) the reproductive possibilities of men are usually much greater than the reproductive possibilities of women, it makes sense for people to pass along wealth in the male line and thus organize themselves into patrilocal households and patrilineal kin groups. He notes that "it can be seen that sons represent a higher-risk, higher-profit-potential investment than do daughters (since males have potentially higher reproductive variance). Accordingly, if wealth is viewed as an arbitrarily bestowable reproductive advantage, it follows that this wealth will most benefit the benefactor if it is given to male descendants" (1976:608). Hartung shows that polygynous marriage is associated with a strong male bias in inheritance. He examined 411 societies from the Ethnographic Atlas for which data on both marriage type and inheritance pattern were available. Among monogamous societies, 58 percent passed wealth primarily or only to men. On the other hand, among societies with limited polygyny, 80 percent had a strong or exclusive male inheritance bias, and fully 97 percent of societies with general polygyny had a strong or exclusive male bias. These patterns are exactly what should be found if patrilineality is driven by the greater reproductive potential of males. Cowlishaw and Mac (1996) have extended Hartung's analysis by looking at actual changes over time in both marriage practices and inheritance rules. They note that "marriage patterns and inheritance rules are evolving together in a way that is adaptive. Where general polygyny evolves, strongly male-biased inheritance almost always evolves. In contrast, the evolution of monogamy is strongly associated with an absence of sex-biased inheritance. Transitions to limited polygyny are equally associated with both inheritance systems" (1996:93).

If patrilineality and patrilineality are so common because of the greater reproductive potential of males, then why do matrilocality and matrilineality occur at all? There have been two different explanations proposed, one ecomaterialist and the other biomaterialist. The ecomaterialist explanation has been offered by Carol Ember and Melvin Ember (1971; cf. C. Ember, 1974). They relate matrilocality to the long-term absence of men from their home villages, usually as a result of external war. When people fight internal wars, or wars close to home, men are around most or all of the time and patri-locality is the norm. External wars, however, or those fought at long distances from home, often keep men away from their villages for long periods of time, and as a result women must often take control of economic production. If all these things occur, according to the Embers, it makes sense to keep the women together and disperse the men. Marvin Harris (1975, 1979) has given this argument a somewhat different twist. The issue, he says, is one of "who's minding the store." He argues that any situation that requires men to be gone from home for long periods puts pressure on a society to become matrilocal. If societies with long-term male absence were patrilocal and patrilineal, women (or at least married women) would be left in charge of the affairs of their husbands' groups, obviously an undesirable situation from the husbands' point of view. Under such circumstances, Harris argues, it would make more sense to keep women together and build matrilocal and matrilineal institutions. Under these circumstances, while men were away, women would be left in charge of their own groups, which would make much more sense than leaving them in charge of the groups into which they had married.

Ember and Ember provide data that are supportive of their theory, but I conducted my own independent test as well. I located nineteen societies in the SCCS with frequent external war and a female contribution to agriculture of 60 percent or greater. Of these societies, 37 percent are matrilocal or unilocial compared to 20 percent of the total SCCS societies that are matrilocal or unilocial. This is moderately supportive of Ember
and Ember. Moreover, another 11 percent were avunculocal, which suggests that they were matrilocal or uxorilocal sometime in the past. This gives a possible total of 48 percent of the societies that are, or may have been in the past, matrilocal or uxorilocal. Still, given that 47 percent of the societies were patrilocal or virilocal, the support for Ember and Ember is modest at best. What then of Harris’s version of the male absence hypothesis? Using the SCCS and cross-tabulating absences of married males against postmarital residence, I found that 24 percent of the societies in which males are not absent have matrilocal or uxorilocal residence, compared to 23 percent of societies in which males are frequently absent. Moreover, 60 percent of societies with men frequently absent have patrilocal or virilocal residence. These results are not at all supportive of Harris.

Additional correlational analyses show that matrilocal or uxorilocal residence is not closely related to any independent variables. It correlates only –.005 (Pearson r) with absences of married males and only –.081 with external warfare. It correlates more strongly with class stratification (–.221) and internal warfare (.202) than with the predictors argued for by Ember and Ember. Social stratification and subsistence type are two of the best predictors of residence. Sixty-one percent of matrilocal/uxorilocal societies are egalitarian compared to only 33 percent of patrilocal/virilocal societies. Forty-two percent of patrilocal/virilocal societies have dual or complex stratification, compared to only 16 percent of matrilocal/uxorilocal societies. In terms of subsistence, 67 percent of matrilocal/uxorilocal societies are foragers or simple horticulturists, compared to only 37 percent of patrilocal/virilocal societies; and 47 percent of patrilocal/virilocal societies are intensive agriculturalists compared to only 24 percent of matrilocal/uxorilocal societies. Still, the overall correlations are low, and we appear to be a long way from a good understanding of why societies adopt female-centered rather than male-centered residence patterns.

A biocultural explanation of matrilineality has been offered by Richard Alexander (1974) and Jeffrey Kurland (1979) (cf. Gaulin and Schlegel, 1980). They argue that there are many societies in which, for a variety of reasons, males have little confidence of paternity. Under such circumstances, men will tend to invest in their sisters’ offspring, to whom they know they are related, usually by one-fourth of their genes, rather than in their wives’ offspring, to whom they may not be related at all. This is an ingenious argument, and it does seem to be the case that matrilineal societies are often ones in which men have low paternity certainty (Hartung, 1985). However, as Kurland himself realizes, it is not possible thus far to tell whether or not low paternity certainty is the actual causal variable. It could be that low paternity certainty is just an incidental effect of the unique features of matrilineal societies. (For an extension and modification of the paternity uncertainty argument, see Hartung, 1983.)

The jury is still out on which of these theories works better, but even if we can come to some sort of resolution of that issue there is still the problem of explaining why matrilineal societies are more likely to be avunculocal than matrilocal. It can be suggested that avunculocal societies were originally matrilocal and that that is how they became matrilineal. Then changes occurred which made matrilineality less adaptive and avunculocality more adaptive. As Robin Fox (1967) has noted, matrilocal residence works well when societies are small in scale and egalitarian or only mildly stratified. Although men are dispersed from their matrilineal households, they are not very far away and can still manage their groups’ affairs. However, with evolutionary changes in the scale of society and the increasing development of wealth and social stratification, dispersed men live farther away from each other and have more difficulty managing their matrilineages’ affairs. The solution to this new problem may be a shift in the residence pattern from matrilocal to avunculocal because this would bring the matrilineally related men back together in the same household. Evidence to support this argument comes from the Ethnographic Atlas. Seventy-two percent of matrilocal or uxorilocal societies, but only 24 percent of avunculocal societies, are egalitarian. At the other end of the spectrum, 56 percent of avunculocal societies are stratified compared to only 15 percent of matrilocal or uxorilocal societies. (See M. Ember, 1974, for an alternative interpretation of avunculocality.)

Neolocal residence is the most common pattern in societies in which the nuclear family rather than the extended family is the basic familial unit, i.e., in all industrial and many hunter-gatherer societies. As for cognatic or ambilineal descent (and the ambilocal residence that usually accompanies it), this is often found in island societies in which people and land have to be constantly reallocated to each other. Needed flexibility in people-land arrangements may be well served by flexibility in household and descent organization, which is what cognatic descent provides. Double descent is found in only a small number of societies and may be the result of societies’ shifting from matrilineal and matrilineal institutions to patrilocal and patrilineal ones, or vice versa (Fox, 1967). Double descent may be a transitional stage through which some societies pass as they undergo other changes.

MARRIAGE IN COMPARATIVE PERSPECTIVE

Love has been in perpetual strife with monogamy.

—Ellen Key

The three basic forms of marriage in the world’s societies are monogamy, polygyny, and polyandry. Monogamy, the marriage of one man to one woman, is the legally mandated marriage form in all modern industrial societies, and is the institutionally accepted form in a number of other societies. In agrarian societies monogamy has been virtually the only type of marriage found among nonelite classes. Although agrarian elite males have often preferred polygyny and frequently had large harems of nubile women under their control, many agrarian societies have been prescriptively monogamous. The ancient Greeks and Romans, for example, imposed monogamy on everyone, although concubinage was allowed and practiced by many elite men. With the emergence of Christianity, medieval Christian Europe became monogamous. (Actually, because the Germanic tribes that overran the Roman Empire were polygynous, polygyny was still practiced in the early Middle Ages, usually being limited to men of wealth and power. Four Merovingian kings, for example, took multiple wives. Christianity, of course, opposed polygyny, and by about the twelfth century it had won and polygyny was essentially
eliminated; see Wemple, 1981, and Brundage, 1987). Only some 15 percent of the societies in the Ethnographic Atlas are prescriptively monogamous.

The preferred form of marriage throughout the world has clearly been polygyny, the marriage of one man to two or more women. About 85 percent of the societies in the Ethnographic Atlas have adopted this as the ideal or at least allow it. There is a great deal of variation among societies in terms of what proportion of the male population is polygynously married at any given time. Douglas White (1988) has provided data in this regard for the societies of the SCSS. In 58 percent of these societies, fewer than 20 percent of the male population is polygynously married. In another 32 percent of the societies, between 20 and 49 percent of males are polygynously married, and in about 9 percent of the societies half or more of the male population is involved in polygynous marriages. There are some strong regional variations as well. In African societies, an average of 31 percent of the men are polygynously married, and virtually all African societies permit polygyny. This region is far and away the most polygynous. At the other extreme, European and Asian societies have typically been ones in which only 3 or 4 percent of men are polygynists.

In many polygynous societies only a small segment of the male population is able to marry polygynously, either because of the simple fact that there are only so many women to go around, or because only a few men have the resources needed to support more than one wife. The polygynists in these societies are almost invariably men of high social rank. Laura Betzig (1986) has documented the extremely close relationship between a man's political status and the number of wives he has (see chapter 10). Betzig is speaking only of highly stratified societies (what she calls "despotic" societies), but the pattern holds for more egalitarian societies as well. In these societies, it is usually the headmen or the big men who have multiple wives. Polygyny has occurred most often in horticultural societies. It is still found today in parts of the Middle East and throughout Africa, and in these regions occurs much more frequently in the more traditional sectors of society that have been least influenced by the forces of modernization (Wäre, 1979; Armstrong et al., 1993).

The explanation most commonly offered for polygyny is that it enhances wealth and is therefore desired for economic reasons (Boserup, 1970; Grosbard, 1976, 1980, 1984; Becker, 1991; White, 1988; cf. White and Burton, 1988). Polygyny is most common in horticultural societies that give women a major role in cultivation of the soil, and in such societies women become important economic assets. The more wives a man has, the more he can enhance the wealth under his control. Likewise, it can be argued that polygyny is generally absent from the nonelite sectors of agrarian societies because in these societies women take little role in cultivation and thus are not economic assets. In fact, the conditions of agrarian societies seem to make wives expensive, and few men can afford to have more than one wife (some cannot afford even one). Betzig is highly critical of the economic argument. As she remarks, "that inability to reproduce and adultery on the part of the wife are significant causes of conjugal dissolution, and that wives frequently are cloistered against the possibility of infidelity, perhaps even to the detriment of their ability to carry on economic activity, remain unaccounted for in the theory that the economic value of women motivates polygyny." (1986:84). Betzig also points out that the economic theory cannot explain why wealthy men take prepubescent girls as wives.

A number of studies have shown a correlation between women's contribution to subsistence and the degree of polygyny. Heath, 1958; Goody, 1976; White, Burton, and Dow, 1981; cf. Betzig, 1986). To explore the matter myself using the SCSS, I examined the relationship between a five-point scale of marriage type (monogamy prescribed, monogamy preferred but some polygyny, polygyny preferred by leaders, polygyny preferred by men of wealth and rank, and polygyny preferred and attained by most men) and a variety of variables thought to be possible predictors of marriage type. The only variable that was more than very weakly correlated with marriage type was the contribution of women to agriculture (r = .385). Where women did 70 percent or more of the agricultural work, 65 percent of SCSS societies were ones in which most men are polygynously married. But where women did only 10 percent of the agricultural work or less, only 13 percent of the societies in which most men marry polygynously. It seems clear that men are more motivated to marry polygynously in societies where women's economic value is high. However, this can only be part of the story, and a modest part at that. The vast majority of societies permit polygyny, and most of those strongly encourage it. Polygyny exists and is often common even in societies where women do very little agricultural work. The pervasiveness of polygyny pushes us in the biomaternalist direction.

The biomaternalist explanation (van den Berghe, 1979; Symons, 1979; Hartung, 1982) holds that the widespread preference for polygyny is a natural result of the differences between male and female reproductive strategies. Men have a natural desire for sexual variety because this promotes their inclusive fitness. As Donald Symons (1979) has pointed out, this male desire for multiple sexual partners is extremely widespread and is probably a true cultural universal (cf. Betzig, 1992a, 1992b). However, it does not seem necessary to construe the biomaternalist and ecomaternalist explanations as mutually exclusive (van den Berghe, 1979). The enhancement of wealth obviously helps promote a man's inclusive fitness, since greater wealth helps him provide more for his offspring. Thus, a man's desire to increase his wealth may be located in the same part of the biogram that governs his desire for sexual variety. A reasonable conclusion would be that men in all societies desire sexual variety and will take advantage of opportunities for it whenever possible. These opportunities are enhanced or limited by underlying ecostructural conditions, especially the extent to which women are available and whether they are expensive or inexpensive as wives. It is surely no accident that it is mostly the high-status men in many polygynous societies who have multiple wives. They have both the means to acquire them and the personality traits (i.e., competitiveness, aggressiveness, dominance orientation) that incline them toward the pursuit of females. High-status males mate more often and leave more offspring, a pattern that is commonly found among other mammals. Polygyny is rooted in humankind's primate and mammalian heritage.

What then of polyandry, the marriage of one woman to two or more men? This marriage practice is rare, being found in less than 1 percent of the world's societies (Murdoch, 1967). Biomaternalistically it seems to make little sense, because, other things being equal, it would seem to decrease rather than increase a man's inclusive fitness. It is certainly inconsistent with the male desire for sexual variety and the logic of the male reproductive
strategy. Various interpretations of polyandry have been given. Drawing on the work of Melvyn Goldstein (1976; Beall and Goldstein, 1981; cf. Crook and Crook, 1988), William Durham (1991) has offered an explanation that is both eco- and bioculturalist. A peasant population in Tibet originally studied by Goldstein most commonly practiced polyandry, and it was fraternal (a woman married several brothers). However, other forms of marriage also existed. Some marriages were monogamous, others polygynous. And in some cases a group of brothers married to one woman took on a second wife, resulting in what has been called polygyny, According to Goldstein and Durham, polyandry among these people was motivated by extreme land scarcity. The Tibetans lived at a very high altitude and their land was extremely dry, making agricultural productivity very low. Had men inherited land individually, no one would have had enough to make a decent living. Thus, a group of brothers would inherit collective rights to the same plot of land and would bring in a woman to serve as their wife. In addition, the brothers could combine to work the land, creating a more favorable labor situation. The existence of both monogamous and polygynous marriages alongside polyandry seemed to result from the specifics of family composition. If a man had no brothers he would inherit land and take on a wife all by himself. If a man in a monogamous marriage desired his wife to be infertile, he could take on another, thus creating a polygynous marriage. Or, if a family had daughters but no sons, they could arrange for a polygynous marriage between their daughters and a man who had no brothers. Polygyny could result when polyandrous brothers married a second woman because they deemed the first infertile.

Durham has stressed that polyandry in Tibet is both economically and reproductively adaptive, even though earlier studies have suggested otherwise. One study (Beall and Goldstein, 1981) concluded that polyandry, though economically adaptive, was reproductively maladaptive, at least for men. Men marrying polyandrously lost fewer offspring than men marrying monogamously. However, a serious defect of this study was that it looked at reproductive success in only one generation. Another study (Crook and Crook, 1988) looked at reproductive success over two generations. The investigators found that polyandry was highly reproductively advantageous for women. For men the results were more ambiguous. Brothers with equal sexual access to a wife did not necessarily show lower fitness compared to brothers who married monogamously. However, there was usually differential access to a wife in polyandrous marriages, and this tended to depress the inclusive fitness of polyandrous junior brothers compared to brothers marrying monogamously. Durham has looked at the reproductive results over three or more generations. He has performed computer simulations which show that polyandry was indeed reproductively disadvantageous after only one or two generations; however, after three or more generations fraternal polyandry led to higher levels of reproductive success than would have occurred had family plots been split up and marriage been monogamous. Durham's explanation is thus a true Darwinian conflict explanation in that it is simultaneously bioculturalist and ecomaterialist.3

As for monogamy, it is easy to understand why virtually all agrarian peasants adopted it. It was simply too costly for them to have more than one wife, and many could not afford any wife at all. However, this will not explain the imposition of monogamy on elites among the ancient Greeks and Romans and the elite members of other agrarian societies, nor will it explain why monogamy has become the rule of law in all modern industrial societies. Richard Alexander (1987; Alexander et al., 1979) has proposed a bioculturalist explanation that relies on the idea of reproductive opportunity leveling. Male competition for wives produces conflict, and societies that recruit large pools of young men for purposes of fighting wars with other societies will need to keep this male-male conflict to a minimum. This can be done, Alexander says, by legally prohibiting polygyny, thus giving all males equal access to wives. Alexander refers to this as socially imposed monogamy and claims that it is the product of the large nation-state. The data are reasonably consistent with Alexander's theory. In the SCCS, 46 percent of larger states have socially imposed monogamy, compared to 26 percent of smaller states, 10 percent of chiefdoms, and 11 percent of bands and tribes. In the full Ethnographic Atlas, 46 percent of larger states have monogamy and another 39 percent have only occasional polygyny. Monogamy clearly is much more common at the most advanced stages of political evolution.

The only systematic empirical test of Alexander's theory has been undertaken by Michael Price (1999) in a paper that is as yet unpublished. Price actually tests a somewhat expanded version of Alexander's theory. He argues that monogamous societies have been much more successful than polygynous societies because of the greater cooperation promoted by the former, and monogamy has spread from the Western world to other parts of the world because it has led to greater success. Price tests this argument by using five measures of societal success: population size, size of the death penalty, the level of democratization, the level of corruption, and the level of economic development. Price classifies eighty-four contemporary nation-states as monogamous and seventy-two as polygynous. His results are quite consistent with the overall theory. The mean population size of the monogamous societies was 52.15 million, whereas the mean size of the polygynous societies was only 19.93 million. As for the death penalty, monogamous societies were nearly seven times as likely to have abolished it as polygynous societies, which Price interprets as evidence of greater cooperation and less conflict in monogamous societies. In terms of the mode of government, Price found that 64 percent of monogamous societies but only 25 percent of polygynous societies had liberal democracies. Only 11 percent of monogamous societies but 45 percent of polygynous societies had highly authoritarian modes of government. Price also found that monogamous societies were much less corrupt. Specifically, monogamous societies were more than eight times as likely as polygynous societies to be ranked in the least corrupt third of contemporary societies (42 percent vs. 5 percent). Finally, the monogamous societies had a per capita gross domestic product in 1996 of $9,710 whereas the polygynous societies had a per capita GDP of only $2,235. Price also notes that monogamous societies have much greater military strength, which supports Alexander's original point.

Beitzig (1986, 1992a) adds her own twist to Alexander's theory. She notes that reproductive inequality (polygyny) goes with economic and political inequality, whereas reproductive equality (monogamy) goes with economic and political equality. Powerful men may give polygyny and impose monogamy on everyone in order to enlist the cooperation of the masses, or at least large segments of society. Beitzig claims that it was not until the industrialization of the past two centuries that monogamy became the general rule. (She denies that the Romans were really monogamous; while this is true legally, she says,
that have produced socially imposed monogamy, including the influence of Christian- 
ity on the adoption of monogamy throughout the history of Europe during the past two 
millenia. Socially imposed monogamy in Western Europe, he claims, "originated as a 
result in which ecclesiastical authorities attempted to combat the power of 
the aristocracy" (MacDonald, 1995:8). Socially imposed monogamy may also arise,
MacDonald asserts, by way of political activity on the part of lower-status or middle-
status males, whose goal is the leveling of reproductive opportunities, or by way of po-
litical activity on the part of females or their relatives. Women may support monogamy 
because of their perception that their status is lowered by polygyny, and, indeed, this is 
what we see throughout the contemporary Third World where polygyny is still legal.

At this point it seems a bit difficult to avoid MacDonald's somewhat eclectical conclusion, 
unsatisfying though it is. However, a reconnection with the biomaterialist argument 
can be made. Alexander has also proposed another type of monogamy that he calls 
ecologically imposed monogamy (Alexander et al., 1979; Flinn and Low, 1986). In this 
case monogamy is not imposed politically by a powerful nation-state but arises because of 
the lack of resources available to men to support more than one wife. As Flinn and 
Low (1986) suggest, this type of monogamy might also be called resource-limited monogamy. It is clear that this is a major reason why peasants in agrarian societies almost 
always marry monogamously, but it could apply to many band and tribal societies as 
well. Alexander suggests that ecologically imposed monogamy should be found in extreme or marginal habitats, such as the Arctic or deserts, and that it should be found in 
association with high rates of abortion or infanticide, wide spacing of offspring, long peri-
ods of nursing of infants, and extended postpartum taboos on sexual intercourse. 
There are 186 prescriptive monogamous societies in the 1,267 societies of the Ethno-
graphic Atlas. A valuable project for future research would be to analyze these socie-
ties in detail, looking for evidence of either socially imposed or ecologically imposed 
monogamy. Until such a time-consuming project is undertaken, however—and to my 
knowledge no one has ever done this in any sort of systematic way—we must pronounce 
our understanding of monogamy limited and inconclusive.

Before closing our discussion of monogamy, however, we should take note of the 
most recent theory of this puzzling phenomenon, that of Kanazawa and Still (1999).
They test empirically two theories of monogamy. The first, which they call the male 
compromise theory, is a distillation of the ideas of Alexander, Berzig, and MacDonald discussed above. The basic idea is that reproductive egalitarianism will prevail where socie-
ties are highly democratic: Political equality promotes reproductive equality. I am not 
sure that this theory is exactly what Alexander and MacDonald had in mind, but it is 
reasonably close, and let us not quibble unnecessarily. The authors do not agree with 
the male compromise theory, favoring instead what they call the female choice theory. This theory assumes that it is females rather than males who determine who mates with whom, and therefore whether monogamy or polygyny prevails in a society depends on 
what women want. Kanazawa and Still argue that women will choose polygyny when the resource inequalities among men are great, because it is better to be, say, the tenth 
wife of a wealthy man than the only wife of a man of modest means. But when resource 
 inequality among men is relatively low, then women will choose monogamy because
there is no advantage to be gained from polygyny. In addition to testing this theory, Kanazawa and Still test a deduction from it, which they call the female power hypothesis: the greater the level of women's power in societies with extreme resource inequality among men, the greater the extent of polygyny.

The first part of Kanazawa and Still's analysis involved performing computer simulations. These showed that there is a strong positive relationship between economic inequality and the degree of polygyny in a society. They performed their actual empirical tests by compiling data from 127 contemporary countries. The male compromise theory was not supported, but the female choice theory was. Moreover, they also found that as women's power increased in societies with sharp resource inequality among men, the level of polygyny increased. On the other hand, in societies where there was greater resource equality among men, the level of women's power was associated with an actual decline in the level of polygyny.

Kanazawa and Still's study is extremely interesting, and they could be right, but I am skeptical for several reasons. They say that marriage practices emerge from the bottom up rather than being imposed by political leaders, but in all modern industrial societies monogamy is the law and law is made by political leaders. If it is simply a matter of what individuals choose, then why is it enshrined in law? Why not let those women who want to be monogamous be monogamous, and those women who want to be polygynous be polygynous? Why forbid by law more than one woman at a time from marrying Donald Trump, Bill Gates, or Michael Jordan? Explaining why monogamy is enshrined in law in so many countries (and why it was enshrined in law in such ancient societies as Greece and Rome) is one of the main things we have to explain. There appears to be more going on than the strategic choices made by millions of individuals.

Kanazawa and Still's claim that polygyny benefits women and hurts men is dubious, or at least a considerable overstatement. It is true that polygyny hurts those men who lose out in the competition for mates, but it clearly benefits those who win, and there are many societies with a lot of polygynous men. And clearly women in many societies see polygyny as harmful rather than beneficial. As Bobbi Low (2000:74) has commented, "Women often suffer costs in polygynous systems: in a number of societies, second and subsequent polygynous wives have lower fertility than monogamous wives, or than first wives in polygynous households. Children are likely to survive less well in polygynous households, and a major cause of divorce in polygynous societies is conflict among co-wives." This problem is closely related to another, which is that Kanazawa and Still focus on female choice to the exclusion of male choice. Male choice has to be at least as important as, and possibly even more important than, female choice. Otherwise, what sense are we to make out of all the evidence reviewed earlier that men desire young women, attractive women, women with low waist-to-hip ratios, many different women, etc.? I also wonder whether or not Kanazawa and Still's data are adequate to the task of testing these theories. A better test would come from cross-cultural data—the Ethnographic Atlas or the SCCS. I looked at the relationship between resource inequality and polygyny in the SCCS and it was in the opposite direction from what their theory predicts. Inequality actually reduced the frequency of polygyny ($r = -.132$), although the relationship was weak.

My conclusion, as stated earlier, is that polygyny springs largely from the male desire for sexual variety, and that men will choose polygyny when it is possible, i.e., when they have the resources to support more than one wife and when they are not prevented by law from doing so. Thus, to explain monogamy I believe we are led back to Alexander's notions of socially imposed and ecologically imposed monogamy. I am ambivalent about these ideas, for which there is thus far only limited empirical support, but they are more plausible and better empirically supported than anything else I have seen, and I will stick with them until something better comes along.

**BRIDeweALTH AND Dowry**

In many societies, when a woman marries her kin group receives one or another form of wealth from the kin group of her husband. This transfer of wealth is known as *brideprice*. Bridewealth is most characteristic of patrilineal societies, being much less frequently found in societies having other forms of descent. It is also much more common in polygynous than in monogamous societies. Of the societies in the *Ethnographic Atlas* with general polygyny, 91 percent have bridewealth; this compares to 53 percent of societies with limited polygyny and only 38 percent of monogamous societies that have bridewealth (Hartung, 1982). Bridewealth is highly correlated with polygyny because bridewealth expresses the tremendous sexual and reproductive (and to some extent economic) value of women in these societies. Where women have such value, men are willing to pay out sums of valuables to obtain them. The actual size of bridewealth payments in a particular society is determined by marketlike conditions, and often there is intense bargaining among men over the size of bridewealth (Borgerhoff Mulder, 1988). As Monique Borgerhoff Mulder (1988:65–66) notes, "where the groom enters into a marriage that, for some material or social reason, is advantageous to him and his family a high bridewealth is paid, and where the bride enters a marriage that benefits herself or her family a low bridewealth is demanded." Borgerhoff Mulder goes on to note that for the Kipsigis, a tribal society in Kenya, men were willing to pay more bridewealth for women considered to have high reproductive value, such as early maturing or plump brides. Lower bridewealth was paid for women deemed to have lower reproductive value, such as women who had already given birth to the child of another man.

Much less common than bridewealth is *dowry*. Here a woman, with the help of her parents and perhaps other kin, accumulates property that she takes with her into a marriage. Dowry is in essence a type of early inheritance that a woman uses in order to contract a favorable marriage (van den Berghe, 1979; Goody, 1976). This practice is almost exclusively restricted to complex agrarian societies that are highly stratified. In the *Ethnographic Atlas*, 86 percent of societies with dowry are agrarian societies. And whereas bridewealth correlates highly with polygyny, dowry correlates strongly with monogamy; 74 percent of the *Ethnographic Atlas* societies that have dowry are monogamous.

Important research on bridewealth and dowry has been conducted by Jack Goody (1976) and by Alice Schlegel and Rohn Eloul (1988). Goody's investigations have shown that bridewealth was widespread throughout Africa, whereas dowry was much more
common in Europe and Asia. In explaining these observations, Goody relied heavily on the fact that the African societies practiced horticulture, were less stratified, and had lower population densities and more available land. The Eurasian societies, on the other hand, had plow agriculture, social stratification, high population densities, and land was relatively scarce. In Goody’s view, these contrasting characteristics of the two regions have made bridewealth adaptive in the one region but dowry more adaptive in the other. Bridewealth is paid when women have economic value, and thus when kinship groups relinquish them they must be compensated for their loss. Dowry, by contrast, occurs under economic conditions in which women are much more costly, and so husbands or husband’s families must be compensated for the high cost of marrying and supporting them. As Marvin Harris (1979:107) has suggested, “Dowry is unintelligible unless it is seen as an attempt to compensate husbands for the responsibility of supporting women whose productive and reproductive potentials are held in small esteem.” Schlegel and Eloul (1988) have come to similar conclusions on the basis of detailed cross-cultural research.

Steven Gaulin and James Boster (1990) offer a biomaterialist alternative to this ecomaterialist explanation of dowry (cf. Dickmann, 1979b). Gaulin and Boster attempt to test a version of the ecomaterialist explanation they attribute to Ester Boserup (1970), which they call the labor value theory, and their own biomaterialist argument, which they refer to as the female competition theory. Gaulin and Boster show that dowry is most common in stratified societies that have prescriptive monogamy. They reason that where polygyny is found some men can achieve much greater reproductive success than any woman because they can father children by several wives. Under these circumstances it makes sense for parents to invest in the reproductive opportunities of their sons, and thus be willing to pay out bridewealth to attract wives. This way parents can help insure many grandchildren. However, in monogamous societies the levels of reproductive success for men and women will be more nearly the same. In monogamous societies that are highly stratified, wealthy men will naturally be more desired by women and their parents because those men can provide the best for the wife’s children (her parents’ grandchildren). Under these circumstances, it makes sense for parents to invest in daughters by providing them with dowries because women are competing more severely for husbands than they are in polygynous societies. Gaulin and Boster (1990:997) explain:

In stratified, monogamous societies, large differences in wealth exist among men that are not diluted by their acquisition of additional wives, as in polygynous societies. Any female who marries such a wealthy male monogamously can expect to have the bulk of his resources for her offspring and thereby enjoy greater reproductive success than females who are not so well mated. Thus, we interpret dowry as a means of female competition for desirable (that is, wealthy) husbands in monogamous societies. Parents (and other kin) should be expected to collaborate in such competition whenever a well-married daughter will gain more or less exclusive access to (although not necessarily control over) her husband’s resources.

Gaulin and Boster tested the models against each other by discriminant analysis and found that the female competition model was better supported by the data. However, the labor value model also fit the data fairly well, so it could be that both bi structural and ecosocial factors are operative in determining dowry.

MODES OF CROSS-COUSIN MARRIAGE

In numerous band and tribal societies women are often exchanged in marriage between and among exogamous (outmarrying) descent groups according to specific rules and preferences. By far the most famous analysis of the various forms of marital exchange is that developed by Claude Lévi-Strauss (1969a) in his celebrated book *The Elementary Structures of Kinship*. In many societies the form of marital exchange is what Lévi-Strauss has called restricted exchange, more commonly known as bilateral cross-cousin marriage (Fox, 1967). This practice involves the mutual exchange of women by descent groups in every generation. For example, if the women of the Wolf Clan marry into the Fox Clan, then the women of the Fox Clan will marry into the Wolf Clan generation after generation. The Wolf Clan may also have a marriage agreement with the Beaver Clan, in which case Wolves and Beavers exchange women as marriage partners generation after generation. Restricted exchange in essence involves an agreement among the men of various descent groups to exchange women reciprocally as marriage partners in each generation. A cross-cousin is the offspring of a person’s father’s sister or mother’s brother (offspring of the father’s brother or mother’s sister are known as parallel cousins). In restricted exchange the marital exchange process works in such a way that a young boy will marry a girl who is both his father’s sister’s daughter and his mother’s brother’s daughter. His future wife is thus a double, or bilateral, cross-cousin, which is why this form of exchange is called bilateral cross-cousin marriage.

The other principal form of marital exchange identified by Lévi-Strauss is what he calls generalized exchange. This has two subtypes. Short-cycle generalized exchange, also known as patrilateral cross-cousin marriage (Fox, 1967), involves the mutual exchange of women between descent groups, except in this case the descent groups skip a generation in the return of women. Thus if the Crocodile Clan gave women to the Alligator Clan in one generation, then the Alligator Clan would not give women back to the Crocodile Clan until the next generation. The reason this form of marital exchange is also called patrilateral cross-cousin marriage is because a young boy is likely to marry his father’s sister’s daughter. Long-cycle generalized exchange (Fox, 1967) is characterized by asymmetrical exchange relations between descent groups. This form of marital exchange involves groups standing in permanent wife-giving or wife-taking relations with other groups. Thus if the Bear Clan gives women to the Skunk clan, it never takes women from that clan. Likewise, the Skunk clan may give wives to the Muskrat Clan, but if it does it will never obtain wives from that clan. This marriage arrangement results in a preference for marriage with a young boy’s mother’s brother’s daughter, and for this reason is also known as matrilateral cross-cousin marriage.

Of the 752 societies in the *Ethnographic Atlas* for which data are available, 188 practice cross-cousin marriage. Most of these (154, or 82 percent) practice bilateral cross-cousin marriage, thirty (16 percent) practice matrilateral cross-cousin marriage, and only four (2 percent) practice patrilateral cross-cousin marriage.

Lévi-Strauss’s theory of marital exchange is at once structuralist and functionalist. On the one hand, marital exchange is predicated on the dichotomization of the social world into “us” and “them,” which derives from the tendency of the human mind to think in
terms of binary oppositions. On the other hand, exchange results from the attempt of kinship groups to form alliances with one another in order to prevent or minimize destructive social conflict and thus achieve a higher level of social integration than would otherwise be possible. Lévi-Strauss holds that this is true in all three types of exchange. However, he notes that the matrilateral version of generalized exchange is much more common than the patrilateral variety (in fact, as we just saw, it is about eight times as common). This is the case, he claims, because matrilateral marriage binds more groups together and thus is able to produce a higher level of social cohesion than is possible with the other two types.

Although Lévi-Strauss’s theory has been widely endorsed by anthropologists, there are some very good reasons for being highly skeptical of it. Melvin Ember (1983:72–73) questions the theory on logical grounds:

Although there may very well be advantages to marrying outside the family, we need to ask ourselves whether the incest taboo [Ember does not distinguish between exogamy and the incest taboo] is necessary to promote cooperation within and between communities. Is it not possible, for example, that families could have required some of their members to marry with outside groups if they thought it necessary for survival and could have permitted incestuous marriages when such alliances were not needed? A more serious logical problem is that cooperation theory [Ember’s name for alliance theory] does not distinguish between marriage and sex. Why not marry outside the family and make love within it? Thus, while the incest taboo might enhance cooperation between families, the need for cooperation does not adequately account for the existence of the incest taboo in all societies, because other marriage and sex rules might also promote alliances between families.

Moreover, not only is outmarriage inessential to promoting alliances, it does not even appear that it actually promotes such alliances. Gay Elizabeth Kang (1979) extracted a sample of fifty societies from the Human Relations Area Files, the largest compilation of ethnographic data in existence, in order to study the problem. Her overall finding was that there was no relationship between the practice of exogamy and the establishment of intergroup alliances. The extent to which alliances were formed correlated only -.03 (gamma) with lineage exogamy and only .10 with local group exogamy; moreover, alliance formation correlated .47 with clan exogamy, which is a substantial correlation but in the wrong direction from that predicted! Kang went on to reanalyze the data while controlling for the level of societal complexity and region of the world, but these factors made no difference. In agreeing with Kang’s analysis, Ember (1983) notes that marriage alliances between the royal houses of Europe did not prevent warfare between their respective countries, and that in-laws in our own society are not especially noted for their cooperation with each other.

If Lévi-Strauss’s theory does not hold up to empirical scrutiny, then what alternatives are available? Ember (1983) adopts the view, once extremely widespread and still fairly common, that exogamy rules are simply the extension of nuclear family incest taboos to larger categories of kin. Some social scientists, such as Pierre van den Bergh (1979, 1980), have argued by contrast that exogamy is something distinct from the incest taboo and that it must be explained differently. Van den Bergh argues that incest avoidance concerns sex, whereas exogamy concerns marriage. He also argues that exogamy rules, although they prohibit the marriage of certain kinds of cousins, commonly encourage people to marry other kinds of cousins. Van den Bergh accepts the Westermarck theory as an explanation for incest avoidance, but (despite disconfirming evidence) Lévi-Strauss’s alliance theory as an explanation of exogamy rules. Although for many years I agreed with van den Bergh, I now disagree with him because I have become aware of some crucial evidence: the widespread prohibition in human societies of sexual relations and marriage among all first cousins, not just cousins in one’s own lineage or clan. Many societies, in fact, go even further and prohibit such relations among all second cousins. Of 752 societies in the Ethnographic Atlas for which there are data, 469 (62 percent) prohibit marriage between all first cousins. Another 46 percent of these go further and extend the prohibition to all second cousins, and another 42 percent of these may prohibit at least some second cousins (the data are ambiguous). Only a minority of societies permit the marriage of cousins (mostly cross-cousins). These data not only provide further evidence against the alliance theory (cf. Pasternak, Ember, and Ember, 1977), but they look strikingly like what one would expect to see if people were being motivated by the desire to avoid certain types of incestuous relations. My conclusion is that exogamy rules are just what many anthropologists have been saying throughout the entire twentieth century—an extension of nuclear family incest regulations.

To explore this idea further, I rated the societies in the Ethnographic Atlas on a six-point scale of the degree of restrictiveness or permissiveness of cousin marriage, ranging from societies that prohibit the marriage of all first and second cousins to those that allow the marriage of any cousin. The degree of restrictiveness of cousin marriage turns out to be unrelated to the majority of the independent variables against which it was run. It is not significantly related to class stratification, the intensity of cultivation, the mode of marital residence, the descent mode, the type of marriage payment, or the form of marriage. Stage of political evolution, mode of subsistence, and community size, however, do make some difference. Thirty-four percent of bands and tribes prohibit all first and second cousins and only 5 percent allow all cousins. By contrast, only 7 percent of large states prohibit all first and second cousins and 34 percent allow all cousins. The same pattern is evident for subsistence mode and community size: Hunter-gatherers are more restrictive than intensive agriculturalists, and societies with communities larger than 5,000 inhabitants are more permissive than societies with smaller communities. These results are moderately supportive of the Westermarck hypothesis: It is the smaller-scale societies, those in which people have more frequent contact with each other, that are more likely to prohibit the marriage of cousins, and prohibiting cousin marriage is just incest avoidance carried beyond the nuclear family.

Two questions remain to be answered: Why do societies often allow the marriage of cross-cousins while prohibiting the marriage of parallel cousins, and what accounts for the different varieties of cross-cousin marriage? The answer to the first question is relatively straightforward. Parallel cousins will be members of a person’s own descent group, and thus in a large number of cases these will be people that he or she has grown up around and has had a great deal of contact with during early childhood. Prohibiting the marriage of parallel cousins can thus be explained in terms of a Westermarck effect. Cross-cousins, on the
other hand, will in many cases be individuals with whom a person has had less contact (or even none at all), and thus they are more likely to be considered eligible mates. Parallel cousin marriage does exist, but only in its patrilateral form. It is very uncommon, being confined mostly to Arab societies in North Africa and the Middle East, and it seems to be associated with an unusually high level of male domination (R. Alexander, 1979).

The second question is much more difficult to answer, and there is no consensus at all on what the answer is. Most attention has been given to why more societies have adopted matrilateral cross-cousin marriage than the patrilateral variety. Lévi-Strauss's answer is probably the best known. As noted earlier, he argues that the matrilateral variety, because it links every descent group with every other in a kind of chain or circle that curves back on itself, is more common because it leads to a higher level of social integration. This argument, which is quintessentially functionalist and Durkheimian, was challenged fairly early on by George Homans and David Schneider (1955). On the basis of cross-cultural research, Homans and Schneider discovered that matrilateral marriage is generally found in societies with patrilinealities, whereas patrilateral marriage is more commonly found in societies with matrilineality. Their explanation for this is that in patrilineal societies there is a particular kind of tie between a boy and his mother's brother. His relationship with his father is likely to be stern (perhaps even cold and distant), but his relationship with his mother's brother is more relaxed and easygoing. As a result he will become fond of his mother's brother, and more than likely fond of his mother's brother's daughter as well. Marriage between them is therefore sentimentally appropriate. In matrilineal societies the opposite situation is found. Here the relationship between a boy and his mother's brother is stern and formal, but his relationship with his father's sister is relaxed and easygoing. A boy will become fond of his father's sister, and thus very likely of her daughter too, and thus marriage to this daughter (patrilateral marriage) will be sentimentally appropriate. Why then is matrilateral marriage much more common than patrilateral marriage? Simply because there are many more patrilineal than matrilineal societies.

Marvin Harris (1979) has provided an alternative to both Lévi-Strauss and Homans and Schneider. Harris concedes that bilateral cross-cousin marriage can be explained, as Lévi-Strauss argues, as an effort to generate social integration. However, bilateral marriage, he claims, is characteristic of highly egalitarian societies while matrilateral marriage tends to be found in societies that are at least incipiently stratified. He suggests that matrilateral marriage is intertwined with the stratification systems of these societies. Where matrilateral marriage prevails, he argues, the wife-giving groups are superordinate; they establish and maintain their dominant position primarily by giving wives to subordinate groups, because in return for wives they obtain various forms of wealth and other compensation. Among the Kachin of Burma, for example, a tribal society with a carefully studied system of matrilateral marriage (Leach, 1954), the dominant descent groups give women to subordinate groups and obtain in return cattle and labor services. Thus, for Harris matrilateral marriage is a tool of political economy rather than social integration. His explanation is therefore ecomaterialist rather than structuralist or functionalist.

Unfortunately for Harris, Ethnographic Atlas data flatly contradict the argument that bilateral marriage is a more "primitive" form and that the matrilateral version is usually found in stratified societies. Forty percent of matrilateral societies are egalitarian, and another 33 percent have wealth distinctions only. A mere 27 percent have any type of stratification, which is actually less than the figure for bilateral societies (41 percent). Moreover, all of the fourteen societies with both complex stratification and cross-cousin marriage have the bilateral form, and 83 percent of the societies with dual or elite stratification are bilateral.

Richard Alexander (1979) has proposed a biomaterialist interpretation of cross-cousin marriage patterns. He points out that, because there is always less certainty of paternity than of maternity, men will be on average more closely related to their daughters' children than to their sons' children; as a result they are more likely to invest in their grandchildren through their daughters than in their grandchildren through their sons. This leads Alexander (1979:190-91) to suggest that men would be expected to prefer matrilateral cross-cousin marriages because they are slightly more closely related to daughter's children, because they are less able to influence the success of a son's children by helping a daughter-in-law, and if the son is able to assist grandchildren through a daughter married to a nephew by assisting, guiding, and controlling the nephew (who may also be relatively closely related if confidence of paternity is low). In this system each young male will tend to be guided, controlled, and helped by both his father and his maternal uncle. Females will tend to be helped by their fathers and their husbands. In patrilateral cross-cousin marriages, on the other hand, males would tend to be helped by their fathers alone, females by their maternal uncles. Thus, it would appear that men have more balanced and extensive ways of assisting grandchildren under matrilateral as opposed to patrilateral cross-cousin marriage.

Frankly, although I do not accept Lévi-Strauss's theory, I am not sure what to conclude regarding the other theories. I am slightly inclined to favor Alexander's interpretation, if only because of the rapidly growing success of biomaterialist arguments with respect to so many aspects of kinship and family organization. The track record of these arguments is good and getting steadily better. Moreover, there is still the problem of how to explain why bilateral marriage is far more common than either matrilateral or patrilateral marriage. One possibility is that it is the simplest and easiest method of exchange—that the brain has evolved an "exchange organ" that is biased toward simplicity. Another possibility is that, since a person is (at least much of the time) marrying a double cross-cousin, and since that person is more closely related on average to a double cross-cousin than to a patrilateral or matrilateral cross-cousin, bilateral marriage is the form of marriage that would maximize inclusive fitness. It might be the ideal form of marriage if people are seeking an optimal balance between too much inbreeding and too little. This may be an idea worth pursuing in future research.

THE DEVELOPMENT OF THE MODERN WESTERN FAMILY

Industrialism, Capitalism, and the Family

For many years sociological orthodoxy held that prior to industrialization the extended family was the norm, and that it was industrialization itself that brought the modern
nuclear family into existence. Early challenges to this position were made by Sidney Greenfield (1961) and Frank Furerstenburg (1966), who argued that the nuclear family was widespread in Western Europe and North America long before the beginnings of industrialization. A more serious indictment came from the work of Peter Laslett and his colleagues (Laslett, 1972a, 1972b, 1977). These researchers found that the small nuclear family was the basic family unit in England, northern France, and the Netherlands as early as the sixteenth century.

These findings led Alderson and Sanderson (1991) to argue that the crucial factor in the rise of the nuclear family in the West was the rise of European capitalism sometime after about AD 1500. Alderson and Sanderson reorganized the data used in twelve studies of family structure in historical Europe and discovered that family structure was closely tied to the level and type of economic development. In North America and the most capitalistically advanced parts of Europe (Belgium, northern France, and England), the small nuclear family had emerged as the norm. In the least developed parts of Europe—Russia, Serbia, Estonia, and Hungary—the nuclear family was much less common and large extended families were more commonly found. And finally, in areas of Europe that were moderately developed—Italy, southern France, Austria, and Germany—there was an intermediate level of development of the nuclear family. The three regions investigated correspond closely to what Immanuel Wallerstein has called the capitalist core, periphery, and semi-periphery. The relationship between economic structure and family pattern can be visualized more clearly by comparing the ratio of nuclear to extended families within each economic region. The ratio in the core was 5.9:1, in the periphery 1.1:1, and in the semi-periphery 1.6:1.

Alderson and Sanderson provide an ecomaterialist interpretation of these findings. In their view, the critical factor in each economic region was the *mode of labor control*. In the core zones, systems of forced labor had increasingly given way to wage labor, and labor was thus "freer." Why does freee wage labor go together with the nuclear family? According to Alderson and Sanderson (1991:425), "It makes no sense for farm laborers who are working for wages to have large families for the simple reason that, under conditions of landlessness, family members become economic liabilities rather than assets (or at least are more of a liability than an asset). And because of the existence of an extensive capitalist labor market, it is more economically efficient for farmers to hire agricultural workers than to produce them themselves." Conversely, large extended families were much more adaptive in peripheral and semi-peripheral regions. For peasants in Eastern Europe, large extended households made sense in the context of the economic system they were caught up in. Eastern Europe had experienced the "second serfdom" at about the same time that Western Europe was beginning to move in the direction of wage labor. Eastern European peasants were producing for overlords as well as for their own subsistence. A strong need for household labor was established, and this could be provided most efficiently by increasing the size of the household, especially when there was little or no capitalist labor market from which labor could be hired. In the semi-periphery, a prominent economic activity was sharecropping, and sharecroppers were freer than peasants in the periphery and could hire some of the labor they needed. It is this that seems to account for the "in-between" nature of semi-peripheral family patterns.

Even though we have to conclude that the small nuclear family arose with the beginnings of modern capitalism rather than with the Industrial Revolution two or three centuries later, industrialization may still have had an impact elsewhere. In Japan, for example, from the seventeenth to the nineteenth centuries the extended family was widespread despite extensive capitalist development, yet in modern Japan the small nuclear family has clearly become the norm. The nuclear family is really the only type of family well suited to modern, urban-industrial settings, with their patterns of work organization and the tremendous geographical mobility of the population.

**From the Premodern to the Modern Family**

Sometime between the seventeenth and nineteenth centuries family patterns in the most economically advanced Western societies underwent dramatic changes, many of which have been carefully studied by such historians as Edward Shorter (1975) and Lawrence Stone (1979). They characterize what they call the premodern family in the following terms:

1. There is little evidence that the relationship between husband and wife was one of strong affection and companionship.
2. Romantic love existed, as it does in all societies, but it played little role in the selection of marriage partners. Most marriages were arranged, and economic considerations were the basis for the arrangement. A wife's primary value was economic.
3. The parent-child relationship had little sentimentality. Mothers seldom nursed their own children, usually sending them out to wet nurses, and children were frequently treated in ways that would be considered extreme forms of child abuse and neglect by today's standards. Children were often given the name of a sibling who had died, which suggests no conception of the child as a unique individual with a distinct personality.
4. The premodern family had a striking lack of separateness or privacy from the rest of society. Outsiders interacted frequently with family members, and the social relations between family members and outsiders were often as close as the social relations within the family.

In sum, the premodern family was much more an economic—and, I would add, reproductive—than a sentimental or emotional unit. It was preoccupied with reproduction and the intergenerational transmission of property.

In the seventeenth and eighteenth centuries this mode of family life began to give way to another. The modern family was in the process of being born. Stone (1979) has suggested four fundamental changes that the family underwent in this process of modernization:

1. Increasing ties of affection developed between family members. Romantic love blossomed and gradually became the basis for marriage. Increasingly, young people rejected the interference of their families in their choice of a spouse, and
marriage came to be seen more and more as a relationship of companionship, intimacy, and exclusivity—as companionate marriage. The revolution in sentiment also characterized relations between parents and children. Child neglect and abuse declined markedly and there was a growing concern for the well-being of children, both physically and psychologically.

2. Individuals increasingly began to feel that they had a right to individual freedom and happiness in marriage.

3. Concern for sexual pleasure grew and there was an increasing tendency to separate sex from sin and guilt. The frequency of premarital sex increased, and marital sex was given more erotic significance.

4. There were increasing demands for a private family life. The family became an increasingly privatized social unit in which the boundaries between it and the surrounding society became much more sharply drawn. Shorter (1975) has called this the "rise of domesticity."

These dramatic family changes have been linked by Shorter to the rise of capitalism, in particular to the rising standards of living and the economic individualism produced by it. In premodern times infant and child mortality rates were extremely high, and parents knew that many of their children, perhaps half or more, would not survive past their first few years of life. Under these circumstances, parents would have restricted their emotional investment in children in order to reduce the pain that they would feel at the death of a child. These emotions need to be seen in the context of parenting strategies in different kinds of environments. In biomaterialist terms, low emotional investment in children was part of a more r-selected rather than K-selected strategy of parental care, i.e., one involving having many offspring but investing minimally in each. As Andrea Wiley and Leslie Carlin (1999) have shown, strong emotional attachment to infants and children and intensive parental investment are parental behaviors that are mainly limited to societies with both low mortality and low fertility, i.e., today's post-demographic transition societies. In premodern Europe, with its high rates of both mortality and fertility, strong attachment to any given infant or young child was unlikely.

Whereas changes in parent-child relations can be linked to standards of living, the increasing sentimentality of husband-wife relations is more likely to be associated with the economic and moral individualism so characteristic of capitalism. As Shorter (1975:259) has argued, "capitalism exerted its impact on romantic love through involvement in the market labor force: economic individualism leads to cultural egoism; private gratification becomes more important than fitting into the common weal; the wish to be free produces the illegitimacy explosion."

As for the rise of domesticity—the family's increasing separation from the rest of society—Christopher Lasch (1977) emphasizes the family's becoming what he has called a "haven in a heartless world." Capitalism became increasingly ruthless as it evolved, and individuals who were in the center of the maestra felt a need for a refuge from all that. They needed to escape, if only temporarily, from the slings and arrows of business competition. As Lasch has said, in the nineteenth century in particular the family increasingly became a last refuge of love and human decency in a world that had grown more savage and warlike.
high-status husbands. In Europe female infanticide occurred less frequently among the middle and upper classes than it did in India or China, but female celibacy was common. Differential investment in sons and daughters by social status was especially great in India and China because of polygyny. In highly stratified, polygynous societies, there can be extreme variance in male wealth and male reproductive success; hence the desire of high-status parents to favor sons and lower-status parents to favor daughters. Because it is generally the higher-status males who are polygynous, investment in sons by higher-status parents is the best route to the maximization of the number of grandoffspring, great-grandoffspring, etc. Within such a system, the sons of lower-status parents have less reproductive potential than daughters, and thus arises the practice of lower-status parents providing dowries for their daughters to help them attract high-status, wealthy males who can contribute heavily to the cultural and economic success of generations of descendants.

Dickemann's research helps us to see why the contemporary United States is not an appropriate society for testing the Trivers-Willard hypothesis. Although it is highly stratified, it has socially imposed monogamy, which greatly reduces the variance in male reproductive success. Moreover, the marriage system contains much less hypergyny than in preindustrial agrarian societies, with class endogamy being the general practice. Under such conditions, it is unreasonable to expect that there should be differential investment in sons and daughters by social status. For both lower-status and higher-status parents, the reproductive success of their sons and daughters will in most cases end up being approximately the same, and thus we should expect more or less equal investment in children of both sexes by parents of a wide range of statuses. Given the rapid entry of women into the full-time labor force in the last fifty years, equal investment in daughters and sons makes even more sense.

As noted earlier in this chapter, the importance of the type of marriage system (polygyny vs. monogamy) to parental investment has been shown for preindustrial societies by John Hartung (1976). Recall that in his analysis of Ethnographic Atlas societies, Hartung found that polygyny was very strongly associated with a male bias in inheritance. Of the 411 societies he examined, nearly all that practiced general polygyny had a strong or exclusive male bias. Where more limited polygyny prevailed, 80 percent of the societies had a strong or exclusive male bias, and where monogamy was the marriage practice, only slightly more than half of the societies had a strong or exclusive male bias.

Freese and Powell are much too quick to dismiss a well-known sociobiological hypothesis because of results obtained from a single society at a single point in time. Even if the Trivers-Willard hypothesis applied to contemporary industrial societies, Freese and Powell's failure to find support for it would still not falsify the hypothesis. So long as the hypothesis found widespread support in other societies, and it clearly has, Freese and Powell would only have shown how the hypothesis had to be qualified. Monogamy is imposed by law in all industrial societies, but this fact does not falsify the hypothesis that human males are by nature polygynous, since polygyny is extremely common in preindustrial societies.

### ADDITIONAL EVIDENCE

Sarah Blaffer Hrdy's recent *Mother Nature: A History of Mothers, Infants, and Natural Selection* (1999) is a brilliant and almost encyclopedic biosocial analysis of motherhood throughout history and across societies. Hrdy shows in great detail just how maternal behavior is the result of the complex interaction between biostuctural and ecosocial factors. Although sensitive to the concerns of many feminists (and a feminist herself), Hrdy bursts the balloon of those who claim that motherhood has to be a social construction since mothers often mistreat and abandon their babies and allow them to die. Although there is no such thing as a "maternal instinct," she asserts, motherhood nonetheless rests on a strong biological foundation. The average human female is primed to bond to her infant and to nurture it, but for such behavior to be elicited the conditions for rearing must be adequate. (See, in particular, pages 308-16).

A major social issue and a major topic of social science discussion in the past two decades has been domestic violence. A biomaterialist perspective has a great deal to contribute here. David Buss (2000) reviews a considerable amount of research showing that sexual jealousy is one of the major causes of wife beating, possibly a cultural universal, in all societies (often it is the major cause). With respect to child abuse, Korbin (1987) and Gelles (1987) show that children in poor health and thus with poor future reproductive prospects are much more likely to be mistreated than healthy children. Malnourished, apathetic, anorexic, and unresponsive children, as well as children who are physically handicapped and developmentally delayed, are at substantially greater risk for mistreatment. Children are also more likely to be abused if they tax family resources too much, especially when younger children take away resources from older children in whom a great deal has already been invested. Daly and Wilson (1998) show that stepchildren are at much greater risk for abuse than children living with their biological parents, especially for the more severe forms of abuse (such as lethal or near-lethal assault). The story of Cinderella and her evil stepmother and stepisters is no myth, Daly and Wilson say, and similar stories can be found all over the world. Moreover, the sexual abuse of young girls is much more frequently committed by stepfathers and foster fathers than by natural fathers. The greater abuse of children by steprelatives is perfectly consistent with inclusive fitness theory, and is in fact predicted by it.

In a fascinating article, Low (1990) shows why polygyny and pathogen stress are highly correlated in human societies. Hrdy and Judge (1993) look at the important issue of primogyny from both biomaterialist and ecomaterialist perspectives. Jankowiak and Fisher (1992), by means of an analysis of cross-cultural data, debunk the idea that romantic love is an invention of the modern world. It is true that it is only with the modernization of the past two or three centuries that romantic love has evolved as the principal basis for marriage, but romantic love has existed in all societies, and the free choice of marriage partners is surprisingly common. Fifty percent of the societies in the SCCS allow individuals to choose a spouse freely, compared to only 33 percent that permit the individual little or no choice. Freedom of choice is most common in small-scale hunter-gatherer and horticultural societies, with approximately 64 percent of these societies allowing the free
choice of mates. By contrast, intensive agricultural societies with the plow are least likely to permit a free choice, with only 25 percent doing so. Freedom of choice of a marriage partner has thus declined throughout preindustrial social evolution, only to reverse direction with industrialization and modernization. Little research has explored the reasons for arranged marriages vs. individual choice, but the logical starting point from a Darwinian conflict perspective, I think, would be the extent to which the arrangers (the parents) can realize their genetic interests by choosing their offspring’s mates, and also the degree of power that parents have over children. The extent of inequality in societies is likely a crucial factor in both. In the SCCS, only 15 percent of egalitarian societies deprive a son or daughter of the free choice of a mate, whereas 65 percent of highly stratified societies do so. Where there is no resource inequality among men, as in egalitarian societies, it matters little to her parents whom a girl marries, and thus they are not apt to interfere with her choice of a mate. But in highly stratified societies parents will perceive some men—i.e., men of high status and wealth—as much more valuable marriage partners than other men. It is therefore in the parents’ economic and genetic interests to try to arrange a marriage with such men, because by doing so they are maximizing the benefits that flow to their grandchildren. This is where dowry comes into the picture. As noted earlier, it seems to be a strategy used by parents to arrange the best marriage for a daughter in monogamous but highly stratified societies. But even (perhaps especially!) in highly stratified polygynous societies parents can benefit enormously from arranging their daughters’ marriages. The same logic should also apply to sons, although perhaps in a slightly different way.

NOTES

1. I have sometimes called this theory the “I’m my own grandpa” theory, in reference to the catchy little song that contains those words.

2. Westermarck never was able to specify the proximate mechanism whereby close association in early childhood produced an aversion to mating. This problem has been taken up, for the first time as far as I know, by Schneider and Hendrix (2000). On the basis of animal studies, they suggest that the mechanism is olfactory. Family members occupying the same household become familiar with each other’s odors, and these odors trigger something in the brain that leads to sexual disininterest or aversion. Schneider and Hendrix’s argument needs much more careful testing before it can be confirmed, but they do cite both animal and human evidence that is consistent with their explanation, and thus they are not simply speculating.

3. See Eric Alden Smith (1998) for further commentary on this complex issue. Smith notes that “ethnographic evidence . . . indicates that polyandry occurs in a number of widely separated human populations, including some foragers (e.g., Eskimo, Paiute, and Shoshone).” The general context is often the same: shortage of long-term mating opportunities for males, as defined by local social and economic constraints on marriage and resource control, coupled with some significant advantage to (generally fraternal) male cooperation.”
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Economic Behavior and Economic Systems

It is not from the benevolence of the butcher, or the baker, that we expect our dinner, but from their regard to their own interest. We address ourselves, not to their humanity but to their self-love, and never talk to them of our necessities but of their advantages.

—Adam Smith

Economic systems involve the production, distribution, and exchange of goods and services that people want and find valuable. This chapter explores many of the most important dimensions of economic activity and shows how Darwinian conflict theory can explain a great deal of this activity.

THE SUBSTANTIivism-FORMALISM CONTROVERSY

In the 1960s and 1970s a debate raged among economic anthropologists that was known as the substantivism-formalism debate. The debate was never really settled, although most anthropologists apparently did come down on the substantivist side (Wilk, 1996). The substantivists (e.g., Polanyi, 1957; Dalton, 1967, 1968, 1969; Sahlins, 1972) aimed their sights at modern economists. Modern Western economic theory, they claimed, is useful for the analysis of modern economic systems, but its assumptions are of no use in analyzing preindustrial and precapitalist economies. Indeed, employment of these assumptions can only distort the understanding of precapitalist economic life. Modern economic theory teaches that individuals everywhere are self-interested and are devoted to “maximizing” or “economicizing” under conditions of scarcity. Individuals rationally calculate how to achieve their own individual economic ends. The substantivists held that these motives are absent in precapitalist societies. In these societies individuals base economic decisions not on the rational pursuit of selfish ends, but on such things as kinship group affiliation, religious beliefs, or political or other group loyalties. Economic behavior in these societies is not determined by economic decision-making.
at all, but rather is "embedded" (a favorite substantivist word) in the other institutions of society. Scott Cook (1969:397) summarized the substantivist position in terms of the following postulates:

1. The motive of economic gain is not natural to humans.
2. The expectation of payment for labor is not natural to humans.
3. It is not natural for humans to want to restrict their labor to the unavoidable minimum.
4. In precapitalist societies people labor not for economic reasons but for reasons of reciprocity, competition, joy of work, and social approval.
5. In precapitalist societies, economic behavior is embedded in social relations, and it is noneconomic motives that determine the distribution of material goods.
6. The social life of humans in precapitalist societies is not based on individual food collection solely for the use of self and family.
7. Individual acts of "truck, barter, and exchange" are very seldom found in precapitalist societies.

The formalists responded to these claims by acknowledging that capitalist and precapitalist economic behavior certainly differ in important respects, but they insisted that "economizing" and "maximizing" are universal human motives. In all societies, they claimed, resources are scarce and humans are self-interested actors who deliberate and rationally make decisions regarding how to use these resources for their own individual benefit. The formalists were, in essence, using the basic principles of what later came to be known, at least in sociology, as rational choice theory to study economic behavior in precapitalist societies.

Although I do not cast my lot with the substantivists, there are some respects in which they are correct, at least in a very general sense. For example, the profit motive is clearly not present in all societies (Dowling, 1979), and many societies do not have money. Even those societies that do have a type of money often use it in ways that are very different from its use in modern Western societies. Failure to recognize this has gotten economists into serious trouble. Early in the twentieth century, for example, the economist W.E. Armstrong (1924, 1928) studied the monetary system of the Rosell Islanders, a tribal society located in the southern Pacific. The Rosell Islanders had a kind of money known as shell money, which Armstrong believed was essentially equivalent to Western money. According to George Dalton (1965), Armstrong came to all kinds of erroneous conclusions about Rosell Island shell money because he could only think of it in terms of what Western money was like, i.e., as a medium of commercial exchange, a standard of value, and a standard of payment. In many ways shell money did not have these characteristics.

Yet by and large it is my contention that the formalists are right, at least in terms of what John Dowling (1979) calls their primary or universal assumptions, viz., that people's wants are infinitely expandable and that people everywhere behave rationally and are driven by self-interest. Dowling provides a good deal of evidence to suggest that these assumptions are correct, citing Malinowski to the effect that "whenever the native can evade his obligations without the loss of prestige, or without the prospective loss of gain, he does so, exactly as a civilized business man would do" (quoted in Dowling, 1979:297).

Morris Silver (1995) has scrutinized some of the arguments of Karl Polanyi, the founder of the substantivist approach. He has studied ancient economies in light of Polanyi's assertions about them and has found that these assertions are false. Polanyi's perspective on the ancient economies was that they lacked most of the features of modern capitalism. Polanyi asserted that the ancient world did not contain price-setting markets that worked according to the laws of supply and demand, but Silver finds overwhelming evidence to the contrary. In the ancient Near East there is evidence for the existence of a grain market, with documents showing, for example, sharp variations in barley prices and transactions referring to barley prices in terms of copper or silver. There are many documents that make reference again and again to the fluctuation of prices, suggesting the clear operation of market mechanisms. In Silver's words (1995:105), "The evidence indicates that the ancient economy responded in the usual way to the usual economic forces of supply and demand." There is evidence for private ownership of land and for land markets in ancient Mesopotamia, as well as for the selling and leasing of land throughout Egyptian history. Professional money lenders apparently operated in Mesopotamia, giving interest-bearing loans to merchants for the conduct of business. Sophisticated credit systems also existed. Silver has also uncovered evidence for slave markets and markets for wage laborers, as well as for the extensive use of money as a medium of exchange. Some cities in the ancient world had large spinning and weaving workshops that employed hundreds of people, and their specialization in textiles apparently was rooted in a knowledge of comparative advantage. Most interestingly, Silver shows that the ancient world was familiar with opportunity costs. This familiarity, Silver asserts, "is manifested in a provision of an old Babylonian lease calling for the renter to pay the owner of an ox a sum equal to the value of the services or income forgone" (1995:125).

The substantivists have portrayed peasant economic behavior as guided by nonrational considerations unrelated (or even antagonistic) to a motive of individual gain, but here again the evidence suggests otherwise. Samuel Popkin (1979, 1980) points out that substantivist analyses of peasants focus on peasant economies as "moral economies," i.e., economies driven by norms that are culturally rather than economically determined. Popkin shows that, on the contrary, the norms of peasant life are highly flexible and shift in accordance with individual calculation of personal gain. Peasants, like people everywhere, are self-interested actors. "Ironically," Popkin says, "scattered fields, frequently cited as an example of a conservative, 'safety-first' strategy followed by peasants, constitutes an individual-level strategy for avoiding risk which suggests that village-wide insurance schemes are not very comprehensive. It is a clear example of a conflict between individual and group rationality" (1980:443). Popkin also shows that the extensive use of interest and credit in peasant villages contradicts the moral economic (substantivist) approach. The fact that individual peasants bid for credit indicates that they are concerned with maximizing their resources and contradicts the notion that they are acting in terms of the welfare of the entire village. The existence of social stratification in peasant villages also demonstrates that peasants are acting largely out of concern for their own well-being and that of their families.

To my mind, what really confirms the formalist view is the behavior of hunter-gatherers. Here we have people living in the closest thing possible to the ancestral environment. They
behave according to the rational calculation of self-interest? Indeed, the evidence is overwhelming that they do. Sharing and reciprocity, patterns of land tenure, hunting strategies, and many other features of hunter-gatherer life can only be understood from this perspective. In a later section we shall examine hunter-gatherer behavior in terms of the pursuit of individual self-interest. (For an excellent general discussion of how well hunter-gatherer societies conform to the formalist model, see Winterhalder, 1993, who places his discussion within the context of a critique of the substantivism of Marshall Sahlins, 1972.) In addition, the discussion in a later section of economic distribution and exchange in the full range of precapitalist societies will solidify this argument.

FOOD: PREFERENCES AND AVOIDANCES

Innate Tastes

Enough evidence has by now accumulated to sustain the argument that humans have a number of innate tastes and preferences. Newborn babies exhibit a clear liking for sweet substances and a clear dislike of bitter ones (Harris, 1987b; Rozin, 1987). Humans acquired their "sweet tooth" in the ancestral environment, or perhaps even inherited it from their primate ancestors, since the highly nutritious fruits that they ate in large quantity contained considerable amounts of sugar. The innate desire for sweet substances is also suggested by the fact that sweet foods seem to be universally liked. Some societies have had a nonsugar tradition, but no society has rejected sweet-tasting beverages and foods when they have been introduced from the outside (Mintz, 1985; cited in Harris, 1989). The innate aversion to bitter substances seems to be an evolved adaptation that has protected humans against ingesting poisonous or at least dangerous substances (Harris, 1989).

Perhaps the most important innate human preference is for meat (Rozin, 1987). As Harris (1987b:80) has pointed out, "It cannot be mere coincidence that meat and other animal products . . . play a special role in the foodways of most human populations, particularly as a focus of exchange, redistribution, and social cohesion." In the vast majority of societies, a meal is not considered complete without meat. Many societies distinguish between hunger in general and "meat hunger," often having a special word for the latter (Harris, 1985). In highly stratified societies, it is common for people of high social status and wealth to eat much more meat than people farther down the class structure, and meat is also a major focus of the feasts that are such a prominent part of the lives of preindustrial peoples (Harris, 1985). Throughout the last 10,000 years of preindustrial social evolution, meat has declined in the diet in favor of grains and other plant foods, but this is the result of growing population pressure and the increased difficulty of raising animals for food. It is certainly not the result of changing human preferences.

H. Leon Abrams (1987) has shown that all human societies include at least some animal proteins and fats in their diets and place a very high value on these substances. Although some individuals and groups throughout history have been vegetarian, vegetarianism has never existed at the level of an entire society. Meat has also played a very important role in the diet throughout hominid evolution, and meat was "the mainstay for paleolithic humankind" (Abrams, 1987:209). The most commonly consumed animals and animal products throughout the world's societies have been, in rank order, chicken (flesh and eggs), cattle (flesh and milk), pigs, goats, fish, and sheep. Fewer societies, but still a sizable number, have consumed ducks, turtles, dogs, and rats (Abrams, 1987). Many societies have also consumed insects in large numbers, as we shall see below.

What explains the universal desire for meat? The answer is that humans have an innate preference for it, or at the very least an innate tendency to learn to prefer animal foods, and they have this desire or tendency because of the special nutritional qualities that meat provides (Harris, 1985). Animal flesh is a much better source of protein than plant foods in that important amino acids can be obtained far more efficiently from meat than from plants. But meat also has other nutritional advantages over plant foods, as Leslie Lieberman explains (1987:231):

Meat provides . . . essential minerals (e.g., iron and zinc); vitamins that are often difficult to obtain elsewhere (e.g., B₁₂); fat (although meat is relatively low in the essential fat linoleic acid); and some glucose, especially in raw muscle meat and liver. Moreover, meat provides these nutrients in an easily digested form and is nutrient-dense. That is, meat is a concentrated form of macro- and micro-nutrients; and therefore much smaller quantities of meat and other animal foods than of vegetables are needed to fulfill the RDAs for protein, fat, iron, zinc, and other nutrients. For example, to obtain eight grams of protein you could eat as little as one ounce of cooked lean meat or one extra large egg but you would need to eat four slices of enriched bread or four medium-sized potatoes for the same protein intake.

An Ecomaterialist Perspective on Food Preferences and Food Taboos

This biomaterialist perspective on food must be complemented with an ecomaterialist perspective in order to explain very much about human dietary preferences. No one has done more to develop an ecomaterialist perspective on food than Marvin Harris (1974, 1977, 1985). Harris's overall theory is that humans build their diets around the costs and benefits of various types of food sources relevant to the ecological, demographic, technological, and economic conditions within which they live. Harris has tried to provide an explicit and stark alternative to structuralist theories of food; food is not "good to think," Harris says, but rather is "good to eat."

Harris's most famous theories have concerned the Hindu sanctification of the cow and the Jewish-Moslem abomination of the pig (1966, 1974, 1977, 1985). Although the refusal of Hindus to eat the cow has usually been attributed to irrational religious beliefs, Harris argues that the cow is not eaten because it is much more valuable alive than dead. The cow is critical as a traction animal to plow the fields, and it is also valuable as a source of manure for fertilizer. Its manure is also used as a material for making floors—it dries into a hard substance that is easy to keep clean—and plastering walls, and it is used as well as a cooking fuel. Harris points out that Hindu farmers who yielded to temptation during times of famine or drought to slaughter their cattle could never plow again and thus had to relinquish their farms and move into the overcrowded cities to scratch out a living as best they could. Since keeping the cow alive was so important, and since temptation to slaughter it occurred often, it was necessary to provide
a mechanism to overcome this temptation. A religious taboo making it a sacrilegious act to kill and consume the cow arose as the best way of achieving this aim.

Harris notes that there was a time—probably sometime before AD 700—in Hindu history when there was no taboo on killing and eating cattle. During this time Brahmin priests were ritual sufferers and consumers of cattle rather than ritual protectors of them. What caused the transformation? Harris's answer focuses on population pressure and resource scarcity. As population grew over time—and India has had one of the densest populations in the world for several millennia—farms became smaller and smaller and eventually a point was reached whereby animals could no longer be raised for food because they competed directly with humans. All animals except the cow, that is. It could not be eliminated because of its critical role as a traction animal, and so it gradually became the subject of divine interdiction.

The Hindu taboo on cattle is what we might call a "positive taboo," by which I mean that the animal is tabooed because of a food source because it is seen in such a favorable way. The majority of food taboos have been "negative taboos," i.e., taboos in which animals are forbidden as food sources because they are perceived to have unfavorable and undesirable qualities. The pig, first tabooed by the ancient Israelites and then later by Islam, is such a taboo. The ancient Israelites' own rationale for tabooing the pig was that it was a dirty animal that carried disease, thus making it unfit for human consumption. The later Muslim taboo on the pig was framed in similar terms. But, as Harris explains, the pig is no more a carrier of disease than many other farm animals, and it is not especially dirty when it is found in the type of environment for which it is best suited. Pigs are best suited to cool, forested environments and do poorly in hot environments with little shade. This is because they cannot sweat. In hot, dry environments, they swallow in mud, garbage, and their own feces and urine in order to keep cool, behavior that is no doubt responsible for the origin of the belief that they are inherently dirty.

Harris explains that the ancestors of the ancient Israelites once raised pigs for food, but during these times the environment they inhabited was suitable for pigs. Eventually, however, with population growth and geographical expansion much woodland was cut down and the environment became less and less adequate for raising pigs. They became increasingly costly because they had to be provided artificial sources of shade and moisture, and thus to raise pigs for food was to forgo something else. As a result, they gradually came to be redefined in negative terms, a definition that was encoded in religion, in order to overcome the temptation to raise and eat them. Harris points out that the pig is highly regarded throughout the world and widely used as a food source (this is confirmed by Abrams, 1987, who shows them to be the third most widely consumed animal worldwide), and thus one must explain why only the Jews and the Muslims have abominated them. The answer, we see, is that the members of these religions lived originally in environments in which the costs of raising pigs exceeded their benefits. Harris's argument is reinforced by evidence that pigs were once widely consumed in Scotland, but with the spread of agriculture and the erosion of forests in the Scottish highlands pig raising had virtually ceased by the seventeenth century and pigs came to be regarded with considerable disdain (Ross, 1987). Eric Ross quotes an English officer who wrote in the 1730s: "I own I never saw any swine among the mountains, and there is good reason for it; those people have no offal wherewith to feed them; and were they to give them other food, one single sow would devour all the provisions of a family" (1872:26-27).

The patterns of milk consumption and milk aversion throughout the world, and the reasons for each, have been closely analyzed by Harris (1985) and William Durham (1991). The biggest milk drinkers in the world are located in northern Europe, especially in the British Isles, Scandinavia, Germany, and the Netherlands. The continent of Africa is divided, with some milk drinkers and some milk avoiders. It is in Asia, especially in East and Southeast Asia, that the majority of the world's milk avoiders are located. It turns out that there is a very high correlation between the degree to which the members of a society drink milk and their physiological capacity to digest it. In order to digest the milk sugar lactose, one needs the enzyme lactase. It is now widely recognized that the original human condition (i.e., 8,000 or more years ago) was one in which infants and children possessed this enzyme but gradually lost it in adolescence or adulthood. When adults who cannot digest lactose drink milk they suffer from severe gastrointestinal distress. This original human condition came to be modified for northern Europeans and some Africans but not for East and Southeast Asians. The former became lactase-sufficient (and thus lactose absorbers) as adolescents and adults, but the latter remained lactase-insufficient (and thus lactose malabsorbers). Durham (1991) has presented the following figures for lactose absorbers by region and type of economy: four hunter-gatherer societies (traditionally lacking dairy animals), 12.6 percent; five nondairying agriculturalists, 15.5 percent; five recently dairying agriculturalists, 11.9 percent; five milk-dependent pastoralists, 91.3 percent; sixteen dairying peoples of North Africa and the Mediterranean, 38.8 percent; twelve northern European societies, 91.5 percent; and thirteen populations of mixed dairying and nondairying ancestry, 62.0 percent. Harris points out that less than 5 percent of Chinese, Japanese, Korean, and other East Asian adults are lactose absorbers.

By and large, those populations with a high percentage of lactase-sufficient individuals have had a long history of dairying and milk drinking. It appears that the genetic evolution of lactase-sufficiency and a culture devoted to dairying and milk drinking have coevolved. How did it happen? With the movement of human agricultural populations into northern Europe sometime after 8,000 years ago, people would have been at risk for bone diseases like osteomalacia and rickets, diseases due to a deficiency of calcium. Northern Europeans would have been at risk for these diseases because their agricultural system did not include green, leafy vegetables (a good source of calcium), and because the rainy climate provided few sunny days (sunlight helps the body manufacture vitamin D3, which improves calcium absorption). Milk, of course, is an excellent source of calcium, and lactose helps the body absorb calcium; it could thus be of great advantage to those individuals who could continue to drink it throughout life. Selective pressure was therefore placed on lactase-sufficient individuals, whose better health would make them more likely to survive and reproduce. This put pressure on populations to develop dairying, and so dairying, milk consumption, and lactase-sufficiency evolved in tandem. It was a case of gene-culture coevolution.

Why did East and Southeast Asian peoples never develop dairying, milk consumption, and a high percentage of lactose absorbers? Harris argues that they had no real need to do so because their agriculture had long contained green, leafy vegetables, and
they also had soybeans, an excellent source of calcium. Moreover, plenty of sunny days allowed the body to make more vitamin D, and thus absorb calcium better. As for African populations, many of these were nondairing agriculturists who were under no evolutionary pressure to drink milk; many other African populations were devoted to an economy of pastoralism in areas where agriculture was difficult or impossible, and it is these populations that came to contain a high percentage of lactose absorbers. It is interesting to note that there are populations with dairing traditions in which a high percentage of individuals are lactose malabsorbers. These are populations that have processed most of their milk into such low-lactose forms as cheese, and consequently they have been under no evolutionary pressure to drink fresh milk (Durham, 1991).

The Acquisition of Food Preferences and Aversions

As Marvin Harris (1985) has pointed out, except for such things as a preference for sweet foods and for meat, human food-preferences and aversions are learned. Throughout the world an extremely wide range of animals is eaten, but animals that are highly desired in some cultures are thought of as disgusting in others (Rozin and Fallon, 1987). The Chinese abhor milk, thinking of a glass of milk as Western milk drinkers would regard a glass of cow saliva (Harris, 1985). The Yanomamo of the Amazon rain forest eat all kinds of insects, including large spiders, animals that are abhorrent to the members of modern industrial societies. The Yanomamo’s favorite delicacy is fresh monkey brains, and yet they regard peanut butter and hot dogs with disgust because they think of the former as some kind of feces and the latter as an animal penis (Chagnon, 1983). The Yanomamo are also like the Chinese in abhorring milk. Many Eskimo groups eat decayed meat and the contents of animal guts (Rozin and Fallon, 1987). One could go on and on in the same vein.

Yet despite the fact that most food preferences and aversions are learned, they are not learned in a vacuum. There seems to be a brain module that directs the learning of preferences and aversions in an evolutionarily adaptive way. Elizabeth Cashdan (1994) proposes that the mode of learning of food tastes and distastes has evolved by natural selection, and she goes on to claim that there is a critical or sensitive period for learning food tastes. This critical period, she argues, is largely confined to the first two years of life. Cashdan carried out a study of American children in which she found that children younger than two were highly receptive to novel foods. However, after the age of two their receptivity to novel foods dropped sharply and continued to drop between the ages of three and four. Cashdan’s findings are consistent with data obtained by Rozin, Hammer, Oster, Horowitz, and Marmor (1986), who found that children are much less willing to eat “disgust” food substances once they reach their second birthday. What appears to be happening is that children will eat almost anything offered them by their parents until the age of two and come to regard such foods as “normal” or “proper” foods. Foods encountered after this age, especially animal foods, are regarded with distaste and often outright disgust (Pinker, 1997). Cashdan shows that for her sample of American children there is a very close relationship between receptivity to novel foods and the likelihood of poisonings. Almost 40 percent of all poisonings happen to children who are two years old or younger, and the likelihood of poisoning drops in almost

exactly the same fashion as the emergence of disgust reactions. This leads Cashdan to conclude that “sensitive period learning probably evolved as an adaptation to the high costs associated with eating toxic and unwholesome foods” (1994:287). Why is it that disgust reactions occur almost entirely with respect to animal rather than plant foods? Rozin and Fallon (1987) have summarized a variety of interpretations, but I find none of these convincing. This remains a puzzle for further research.

PREINDUSTRIAL MODES OF SUBSISTENCE TECHNOLOGY

For some 99 percent of human existence, people lived in small-scale societies dependent entirely on the hunting of wild animals and the gathering of wild plant foods. A few of these societies have survived into the modern world and most of what we know about the hunting and gathering way of life is based on studies of these contemporary societies. In hunter-gatherer societies, it is usually men who do the hunting, especially the hunting of big game, and gathering is primarily an activity engaged in by women. Technology is extremely rudimentary, with men hunting with spears, spear throwers, and the bow and arrow. Women usually employ some kind of digging stick if they are taking roots or tubers out of the ground. Otherwise, no gathering technology is really needed. In most environments hunter-gatherers must be nomadic, moving camp frequently in order to have an adequate supply of game and plant foods. They must also remain at extremely low levels of population density in order not to deplete their resources beyond their natural recovery points. Usually hunter-gatherer bands do not exceed fifty members, often being much smaller. In more bountiful environments, such as those of the Indian tribes living along the northwest coast of North America, resources may be sufficient to provide for permanent settlements of hundreds of people.

Beginning around 10,000 years ago in the Middle East and somewhat later in other parts of the world, there was a major technological revolution known as the Neolithic Revolution. This revolution ushered in the first societies that made use of some type of agriculture. The earliest agriculture is best known as horticulture, which means the cultivation of garden sites using hand tools. Horticultural societies are still found today in such parts of the world as Africa, Southeast Asia, New Guinea, and South America. The most common form of horticulture is what is known as slash-and-burn cultivation. Here men cut down the forest and burn off the accumulated debris. The woody ashes that result are spread around the garden plot and make a passable fertilizer. The garden will be cultivated for a few years and then abandoned—allowed to remain fallow—in favor of a new garden, although eventually the first garden site will be cultivated again. In most cases the primary cultivators will be women; they are more likely than men to tend the crops and harvest them. Unlike most hunter-gatherers, horticulturalists occupy permanent settlements, living in villages that may number in the hundreds. Gerhard Lenski (1966, 1970) has drawn a distinction between simple and advanced horticulturalists, and he distinguishes between them on the basis of the technology they use for tending the soil. Simple horticulturalists cultivate using only wooden digging sticks, whereas advanced horticulturalists use metal hoes. I have modified Lenski’s distinction
by focusing on the length of the fallow period rather than the cultivating tool (Sanderson, 1995a). For me, simple horticulturalists are those that have long fallow periods. They might cultivate a garden for, say, one to three years, and then allow it to remain fallow for another twenty to thirty years. What I call intensive horticulturalists, on the other hand, tend to cultivate a garden plot for a longer time and then allow it to remain fallow for a shorter period. They might, for example, cultivate for five years and then fallow for only five to ten years. In some cases, such as aboriginal Hawaii and other parts of Polynesia, the cultivation of land may become continuous, with no fallow period at all. Some horticulturalists have acquired domesticated animals, such as pigs and chickens, but many have not. The latter still depend on hunting for their supply of meat.

Another type of society dependent on agriculture is what sociologists call an agrarian society and anthropologists an intensive agricultural society, which emerged in human history about 4,000 years ago. Agrarian societies practice a more technologically sophisticated form of agriculture in which large plots of land (fields) are completely cleared of shrubs and trees and cultivated with the use of the plow and traction animals. Land is cultivated permanently or semi-permanently (i.e., with the use of crop rotation) and is extensively fertilized with animal manure and other products. In drier parts of the world extensive irrigation systems have had to be constructed in order to provide crops with sufficient water. Because the agrarian mode of subsistence is physically demanding and requires extensive labor inputs, it is men who do the bulk of the agricultural work. For this reason, Ester Boserup (1965, 1970) has called horticultural societies “female-farming” societies and agrarian societies “male-farming” societies. The latter emerged sometime between 4,000 and 5,000 years ago and have dominated world history until the last century or two. Lenski (1966, 1970) has distinguished between simple and advanced agrarian societies. Advanced agrarian societies have acquired iron tools and weapons, whereas simple agrarian societies have tools and weapons made of other metals, normally bronze. There are actually a number of societies, or parts of societies, that use a very intensive mode of agriculture but do not use the plow. These societies can for all practical purposes be classified along with agrarian societies because they cultivate the land permanently, and, like agrarian societies, are extremely productive economically. In some parts of China and Southeast Asia, for example, one finds intensive agricultural societies without the plow.

Pastoral societies are a highly specialized type of society found in very dry regions of the world where agriculture is difficult or impossible. Pastoralists live off animal herds and either practice no agriculture or do so only minimally. They live off the products—meat to some extent, but mostly blood and milk and milk products—supplied by their animals, which are normally goats, sheep, cattle, camels, or even reindeer. Like hunter-gatherers, pastoralists are nomadic, moving in conjunction with the needs and demands of their animals. Pastoralists today are mostly found in the Middle East, North and East Africa, and parts of Siberia.

Leaving out pastoral societies, the modes of subsistence technology we have been discussing can be arranged in an evolutionary sequence in terms of the level of intensity of the mode of subsistence, i.e., how much subsistence demands in terms of the use of labor, time, resources, and technology. This evolutionary typology corresponds closely to the actual historical emergence of these types of societies over the past 10,000 years. What has been responsible for the shift from one subsistence type to another? The answer is ecomaterialist, specifically demographic. In a classic work, Ester Boserup (1965) proposed that in agricultural societies (as in all societies) people are following a kind of Law of Least Effort. They are attempting to minimize inputs of time and energy and wish to use the agricultural practices that will make this possible. They only shift to a more intensive mode of agricultural production when population pressure has built up and there is a need for greater economic production to feed more mouths and to try to maintain an acceptable standard of living. Mark Cohen (1977, 1985) has extended the logic of Boserup's argument to the transition from hunting and gathering to horticulture. He argues that knowledge of agriculture probably existed among hunter-gatherers for tens of thousands of years but was not used because the hunter-gatherer mode of subsistence provided an acceptable standard of living with low labor inputs. By around 10,000 years ago, Cohen argues, a prehistoric "food crisis" had begun to emerge and it was at that point that hunter-gatherers began to incorporate agriculture into their subsistence practices. As population continued to grow, agriculture gradually replaced hunting and gathering.

Archaeological and historical data have shown a close correlation between population density and the mode of subsistence. But ethnographic data also show the same thing. Using the SCCS, I cross-tabulated subsistence type with population density and found an extremely strong relationship. Eighty-one percent of foraging societies have population densities of less than one person per square mile, whereas 62 percent of intensive agriculturalists with the plow have population densities of more than one-hundred persons per square mile. The Pearson r for this relationship is .726. Subsistence type was also closely related to stage of political evolution (r = .670) and community size (r = .587). When these three independent variables were entered into a multiple regression analysis with subsistence type as the dependent variable, the three variables together explained 65 percent of the total variance. Population density explained the most, but stage of political evolution was a fairly close second.

In additional analyses, various subsistence variables were put into regression equations with the same three independent variables along with social stratification. Population density and social stratification explained 59 percent of the variance in the importance of hunting and gathering, with population density explaining a clear majority of this. Population density turned out to be clearly the best predictor of the degree of subsistence contributed by hunting, the degree of subsistence contributed by gathering, the degree of subsistence contributed by agriculture, and the length of the fallow period. However, regarding the use of the plow, stage of political evolution was by far the best predictor, with population density a distant second. Only 9 percent of bands and tribes use the plow, but 67 percent of small states and 100 percent of large states use the plow. It is not completely clear why we should get this result for the use of the plow when population density is clearly the main determinant of subsistence practices as a whole. Lenski (1966, 1970) has argued that the plow was adopted because of its superiority as an instrument of cultivation. This is undoubtedly true, but it could be that the desire to use the plow to increase production has a political context: The plow was adopted when the aim was to generate more surplus for elites to skim off, not to feed more mouths. Thus, at least one aspect of subsistence may have a polimaternalist dimension.
Frederic Pryor (1985) has provided an ecomaterialist alternative to this polimaterialist argument. On the basis of cross-cultural research, he shows that there are several conditions that must be present before the plow is adopted. These are the availability of animals that can be domesticated for purposes of traction, land that is suitable for plowing, short or nonexistent following periods, and the cultivation of "plow-positive" crops such as wheat, barley, rye, and wet rice. Wheat, barley, and rye are crops that require extensive preparation of the land and enough land to produce a sufficient number of calories to feed a family. Wet rice requires that the land can be prepared for cultivation in a short period of time. In these instances the plow contributes heavily to labor productivity. In the absence of further research it is not clear whether the polimaterialist argument, Pryor's ecomaterialist argument, or some combination of the two is the right explanation. In all likelihood it is a combination of the two.1

HUNTER-GATHERER SOCIETIES

Hunter-Gatherers or Gatherer-Hunters?

It was during the 1960s that hunter-gatherer societies first became a central object of anthropological research. At this time Richard Lee (1968), one of the leaders in the study of hunter-gatherers, estimated that hunter-gatherers derived approximately two-thirds of their subsistence from gathered rather than hunted foods. This idea was widely accepted, but it turned out to be wrong. Lee was perhaps overgeneralizing from his study of the !Kung, who did in fact draw about two-thirds of their subsistence from gathered foods. Carol Ember (1978) took a closer look at the subsistence patterns of 181 hunter-gatherer societies drawn from the Ethnographic Atlas and found that gathered foods provided more than half of the calories people were consuming in only 23 percent of the societies. Moreover, she found that gathering was the most important foraging activity in only 30 percent of the societies, but that hunting (including fishing) was the most important activity in 63 percent. Data presented by Kelly (1995) on 123 hunter-gatherer societies show enormous variation among societies in the proportion of food contributed by hunting or gathering. Among some Eskimo groups, all of the diet is provided by hunting or fishing, and in many others the figure is 90 percent or more. At the other extreme are groups like the Walp, !Kung, G/wi, Siriono, Chenchu, and Penan, where anywhere from 70 to 85 percent of the diet comes from gathered foods. This wide variation can be explained ecomaterialistically. I reanalyzed Kelly's data and found that the critical factor was mean annual temperature. Percentage of the diet contributed by gathered foods correlated .638 (Pearson r) with temperature, whereas percentage contributed by fishing correlated -.470 and percentage contributed by hunting correlated -.151. This means that gathered foods form a larger part of the diet in warm or hot regions whereas meat constitutes a bigger part of the diet in cold regions.

Hunter-Gatherers as Optimal Foragers

In the 1970s an approach to the study of how hunter-gatherers spend their time foraging was developed under the name of optimal foraging theory (e.g., Winterhalder and Smith, 1981; E.A. Smith, 1983; Hawkes, Hill, and O'Connell, 1982; Hawkes and O'Connell, 1985; Winterhalder, 1987; Kaplan and Hill, 1992; Kelly, 1995). Based on Darwinian assumptions, optimal foraging theory was originally applied to the study of nonhuman animals but in due time came to have human applications. The theory assumes that natural selection has designed humans to forage in such a way that they receive the greatest possible benefit for individual survival and reproductive success. It assumes that foragers are trying to maximize their rate of energy return for any given unit of foraging time.

Optimal foraging theory contains two separate models, known respectively as the diet-breath (or prey choice) model and the patch-choice model (E.A. Smith, 1983; Winterhalder, 1987; Kelly, 1995). The diet-breath model can be summarized in the following way:

1. A forager encounters prey types in a random fashion, i.e., prey types are distributed throughout a foraging area in approximately the same relative proportions.
2. Total foraging time is divided into two separate categories, search time and handling time. Search time is the amount of time it takes to locate a plant or animal, whereas handling time is the amount of time it takes to harvest, capture, and consume the plant or animal once it has been encountered. This process of time allocation involves opportunity costs in the sense that time spent handling any item means that the same unit of time is unavailable for searching for other items.
3. Foragers rank food items along a single continuum of utility, which is the net energy or food value they obtain from any item relative to the amount of time they spend handling it.
4. Foragers achieve an optimal diet by continuing to collect food items in an order of descending rank until such time as the expected return in net energy is maximized for every unit of foraging time. If a newly encountered food item yields a lower rate of return than the rate that a forager is currently experiencing, it will be ignored.

Kaplan and Hill (1992:170-71) summarize the diet-breath model as follows:

First, all resources are ranked in descending order of their profitability. The prey type that yields the highest return upon encounter... should always be pursued. Other lower-ranked resources should be included sequentially in the set to be pursued until the next most profitable resource yields a lower rate of return upon encounter than could be obtained by continuing to search for and pursue the more profitable items. None of the resources that are ranked lower in profitability should be pursued when encountered.

An extremely important implication of the diet-breath model is that decisions to include a food item in the diet are made not in terms of that item's own availability, but rather on the availability of a higher-ranked item. For example, Hadza hunters focus on large game and generally ignore small game even though the latter are much more abundant. Several anthropologists carried out an experiment in which they asked the Hadza to concentrate only on hunting small game. When the hunters did this, their average return per unit of time for small game was significantly lower than the average return
for large game, so in ignoring small game Hadza hunters are foraging optimally (Kelly, 1995).

The patch-choice model (sometimes called the marginal value theorem) involves decisions concerning whether or not foragers should leave one foraging patch for another. This model assumes that foraging in any patch gradually depletes the resource level of that patch, which in turn leads to a decline in that patch's net return rate. Thus, "the optimal solution is to leave each patch when the marginal capture rate (i.e., the instantaneous capture rate at the end of a foraging period within that patch) is equal to the overall mean capture rate (averaged over the entire set of patches utilized, including travel time between patches)" (E.A. Smith, 1983:631). The patch-choice model leads to several predictions:

1. Foragers should abandon a patch when its resources have been depleted to a point such that foraging in other patches will produce higher returns per unit of time.
2. As the overall productivity of a set of patches—a habitat or environment—increases, foragers should spend less time in any given patch.
3. Any patch not yet being used by foragers should not be included in the total set of foraged patches unless it is capable of producing a marginal return rate that is at least equal to the average return rate for the entire set of patches.

Numerous studies have been carried out attempting to test this diet-breadth model (summarized in E.A. Smith, 1983, and Kaplan and Hill, 1992). These include Winterhalder (1977, 1981) on the Cree, O’Connell and Hawkes (1981) on the Ahyawara of Australia, Hawkes, Hill, and O’Connell (1982) on the Aché of Paraguay, Keegan (1986) on the Machiguenga of Peru, E.A. Smith (1991) on the Inuit of the Arctic, and Hames and Vickers (1982) on the Yanomamö and two other Amazonian groups. For the most part, the data collected from these diverse societies fit the diet-breadth model reasonably well. An especially illuminating study is that of Hawkes, Hill, and O’Connell (1982) on the Aché. The authors followed a group of Aché foragers on several foraging trips lasting a total of sixty-one days, noting what plants and animals they collected and how much time they spent obtaining and processing them. They found that the Aché conformed closely to optimal foraging theory and reconstructed the Aché optimal diet as shown in Table 14.1. This table shows the rank order of plants and animals in the diet in terms of the ratio of calorie returns to each hour of time spent handling the resource. These results should be interpreted in the following way: If the Aché took only collared peccaries and deer, they would receive an average rate of return of 148 calories per forager per hour. However, if they took paca and coati as well, their average rate of return for all foragers would increase to 405 calories per hour. Likewise, if they took the third-ranked resources, armadillo and snake, their average rate of return would improve to 546 calories per hour. The Aché are best off if they take all sixteen resources, because this gives them an average return of 872 calories per hour. They will stop collecting a resource only when it reduces the average rate of return for all resources combined. Hawkes, Hill, and O’Connell note that high-ranked resources never drop out of the Aché diet, whereas low-ranked resources move in and out according to the extent to which they or other low-ranked resources are encountered.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Calories/Hour</th>
<th>Rank</th>
<th>Average Calories/ Hour After Resource Added</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collared peccary</td>
<td>65,000</td>
<td>1</td>
<td>148</td>
</tr>
<tr>
<td>Deer</td>
<td>27,300</td>
<td>1</td>
<td>148</td>
</tr>
<tr>
<td>Paca</td>
<td>6,964</td>
<td>2</td>
<td>405</td>
</tr>
<tr>
<td>Coati</td>
<td>6,964</td>
<td>2</td>
<td>405</td>
</tr>
<tr>
<td>Armadillo</td>
<td>5,909</td>
<td>3</td>
<td>546</td>
</tr>
<tr>
<td>Snake</td>
<td>5,882</td>
<td>3</td>
<td>546</td>
</tr>
<tr>
<td>Oranges</td>
<td>5,071</td>
<td>4</td>
<td>625</td>
</tr>
<tr>
<td>Bird</td>
<td>4,769</td>
<td>5</td>
<td>632</td>
</tr>
<tr>
<td>Honey</td>
<td>3,266</td>
<td>6</td>
<td>660</td>
</tr>
<tr>
<td>White-lipped peccary</td>
<td>2,746</td>
<td>7</td>
<td>783</td>
</tr>
<tr>
<td>Palm larvae</td>
<td>2,367</td>
<td>8</td>
<td>799</td>
</tr>
<tr>
<td>Fish</td>
<td>2,120</td>
<td>9</td>
<td>821</td>
</tr>
<tr>
<td>Palm heart</td>
<td>1,526</td>
<td>10</td>
<td>829</td>
</tr>
<tr>
<td>Monkey</td>
<td>1,215</td>
<td>11</td>
<td>829</td>
</tr>
<tr>
<td>Palm fiber</td>
<td>1,200</td>
<td>11</td>
<td>871</td>
</tr>
<tr>
<td>Palm fruit</td>
<td>946</td>
<td>12</td>
<td>872</td>
</tr>
</tbody>
</table>


There have been no attempts to test the patch-choice model rigorously (E.A. Smith, 1983; Kaplan and Hill, 1992), but some studies do present data that are consonant with this model (summarized in E.A. Smith, 1983). These include Winterhalder (1977) on the Cree, O’Connell and Hawkes (1981) on the Ahyawara, Hames (1980) on the Yanomamö, and E.A. Smith (1980) on the Inuit.

One of the great merits of optimal foraging theory is that it shows how the food preferences of foragers are not determined by cultural definitions of what is good to eat (or "good to think"). Rather, preferences themselves derive from a cost-benefit calculus of foraging efficiency. Foods are preferred if they can be collected efficiently relative to other foods. However, one problem with optimal foraging theory is that it is too rigid in its assumption that net energy per unit of foraging time is the only consideration foragers are using. It is clear that they have a preference for animal proteins and fats over plant foods and that such a preference enters into their foraging decisions. As Kaplan and Hill (1992:189) point out,

Aché foragers bias diets away from energy maximization in favor of foods containing high proportions of lipids and protein. During the dry season, Yaminahua foragers of Peru exploited three major food types (wild bananas, caiman, and several species of fish), but would have maximized energy return rates if they only exploited bananas and caiman (Hill and Kaplan, 1989; Hill, 1988). Including fish in their diet decreased overall return rate. Similarly, among the Hwíwi foragers of Venezuela, men pass by roots that yield 8500 cal/hr on encounter in favor of hunting, which yields an average of 3070 cal/hr (Hill, 1988). Virtually all South American horticulturalists obtain much higher caloric return rates from farming than they do from hunting or fishing (Beckerman, 1989; Hames, 1988), yet most spend
considerably more time hunting and fishing than farming (Hames, 1988). In even more extreme cases net energetic return rates from hunting may be negative, and yet horticulturists still chose to hunt rather than farm exclusively (e.g., Dwyer, 1974; Johnson and Behrens, 1982). This bias in favor of exploiting resources of relatively low energetic profitability but high in protein-lipid content is found in many other human groups and among nonhuman primates (e.g., McGrew, 1979; Terborgh, 1983).

Some nutritional requirements are absolute and inflexible; other nutrient requirements apparently can be met partially or completely by substituting sufficient quantities of an alternative nutrient. This introduces complexities that have yet to receive substantial theoretical or empirical treatment in foraging research.

This strong preference for animal proteins and fats is consistent with what was said earlier about human food preferences. It does not overturn optimal foraging theory, however, but only serves to qualify it. It seems clear that human foragers are not trying to maximize net energy alone, but maximize certain kinds of energy as well.

Mobility, Land Tenure, and Group Size and Density

Although hunter-gatherers tend to be nomadic, there is considerable variation in how far or how often they move, and some hunter-gatherers actually occupy permanent settlements. The key to the degree of movement appears to be the balance of the costs and benefits of moving or remaining in the same place (Kelly, 1995). As Robert Kelly (1995:160) has put it, "The cost of moving (which is related to the terrain to be crossed but includes the nature of housing), the distance to the next camp (which can be affected by nonfood variables such as water and firewood), the difference between the mean and variance of the current and anticipated return rates, storage, and the time frame over which foraging rates are averaged and decisions are made, all enter into decisions to move." Kelly suggests that hunter-gatherers who are sedentary are likely to be occupying environments characterized by local abundance within a larger context of regional scarcity. The patch-choice model applies here. For hunter-gatherers in this type of environment to move would not be rational because they would be lowering their overall return rate from foraging.

Hunter-gatherers have often been thought of as having little or no concept of ownership or territoriality, which is often the case, but once again considerable variation exists. And, as in the case of group mobility, territorial defense or the lack of it depends on the relative balance of costs and benefits. Dyson-Hudson and Smith (1978; summarized in Kelly, 1995) have developed what they call an economic defensibility model of boundary maintenance. The basic assumption of the model is that boundaries will be established to defend resources when the benefits of doing so outweigh the costs. Dyson-Hudson and Smith envision four possible scenarios:

1. **High resource density, low resource predictability.** Here groups will be highly mobile, will share information about the state of resources, and territoriality will be low (because of constantly shifting territories).

2. **High resource density, high resource predictability.** Here territoriality is prominent because the benefits of defending dense resources outweigh the costs.

3. **Low resource density, low resource predictability.** Here groups are highly dispersed and highly mobile. Territoriality is absent because the costs of defending resources outweigh the benefits.

4. **Low resource density, high resource predictability.** Here groups tend to remain in areas of predictable resources, and any territoriality that develops is a "passive territoriality."

To the above should be added the factors of competition and size of the foraging territory (Kelly, 1995). As competition increases, ceteris paribus, territoriality will increase. And groups with large foraging territories will, again ceteris paribus, often have little or no territoriality because the costs of patrolling and defending the territory are too great. However, in the latter situation it may also be costly to allow unregulated visitors into the territory, and so some regulation of territorial access may be necessary (e.g., allowing visitors to use resources so long as there is a reasonable expectation of future reciprocation).

Most hunter-gatherers live in small bands that average around 25 members (Kelly, 1995). This may be an ideal size for several reasons. For one thing a group of this size will contain about five to seven families, which may be the maximum allowable in order to maintain an informal and nonhierarchical decision-making process (G. Johnson, 1982; Kelly, 1995). In addition, a group of 25 will provide about seven or eight full-time foragers. This can be very advantageous, for as Robert Kelly (1995:213) has said, "In most environments, a group containing this number of foragers probably maximizes daily variance in return rates while also minimizing the rate of local resource depletion. In addition to living in small groups, hunter-gatherers virtually always live in very thinly populated groups. Kelly (1995) provides data on population densities for 206 hunter-gatherer societies from all over the world. These vary from a low of 0.001 persons per square mile for the Yellowknife of Canada to a high of 5.23 persons per square mile for the Chumash of California. The average for all of the groups listed by Kelly is 0.31 persons per square mile. Variations in population density are closely related to the density of food resources, as would be expected.

**MODES OF ECONOMIC DISTRIBUTION AND EXCHANGE**

**Reciprocal Altruism and Cooperation**

Many sociologists and other social scientists object to biomaterialist arguments because they see them as portraying humans in a very negative light, concentrating as they often do on human selfishness, dominance and status orders, the tendency toward aggression, and so on. However, a biomaterialist perspective recognizes that there is also a much more positive side to humans. They cooperate with each other extensively and frequently behave altruistically. It can even be said that cooperation and helping are just as fundamental a part of human nature and human society as selfishness and competition. Indeed, the famous nineteenth-century Russian prince Petr Kropotkin (1902) argued that it was cooperation that was fundamental to social life (cf. Ridley, 1996). Evolution, he
argued, designed people to engage in mutual aid and benefit just as much as it designed them to be competitive. Kropotkin argued that life had to be much more than a competitive struggle because cooperation was such a prominent feature of human society and of many animal societies. Matt Ridley (1996) argues that Kropotkin was about half right, and this seems a fair assessment. However, what we need to see is how cooperation and helping have evolved as self-interested strategies. For something to evolve by natural selection, it has to favor the survival and reproductive interests of the organisms behaving in that way.

As we saw in the chapter on sociobiology, in 1971 the biologist Robert Trivers introduced the concept of reciprocal altruism in order to understand cooperative and altruistic behavior that occurs between unrelated individuals rather than kin (Trivers, 1971). Reciprocal altruism requires individuals to respond in kind—do for others what was done for them—if the behavior is to continue. Reciprocal altruism is based on the principle “You scratch my back and I’ll scratch yours.” It involves an organism’s assisting another organism with the expectation that, in time, the favor will be repaid. This kind of cooperative behavior could evolve by natural selection, Trivers argued, because it served the selfish interests of the organisms displaying it. Both would be better off in the long run with the behavior than without it. For reciprocal altruism to work, organisms must interact frequently and be able to recognize each other. Fleeting relationships will not allow its development.

In his book Social Evolution (1985), Trivers provides a number of examples of reciprocal altruism in different animal species. Vampire bats feed on blood and cannot live for more than about two days without a meal. These bats try to feed at night on the blood of such animals as horses and cattle, but sometimes they are unable to get a meal. Bats missing a meal are usually able to get other bats with very full stomachs to regurgitate blood. However, once this happens, the bat that regurgitated blood expects to be fed at some future time by the other bat when it misses a meal. This kind of pattern does tend to hold up, and bats who are not reciprocated will not reciprocate themselves in the future. Dolphins and whales are legendary for their reciprocal altruism, and they even go so far as to extent their helping behavior to members of other species. They commonly give physical support to the sick, the injured, and the very young. They engage in three forms of help, which Trivers refers to as standing by, assisting, and supporting. Standing by occurs when an animal stays by another animal in distress without directly assisting it. Assisting involves such behaviors as approaching an injured conspecific and swimming between it and its attacker, biting the attacker, or pushing the injured individual away from its attacker. Supporting amounts to maintaining a distressed animal at the water’s surface. Dolphins and whales commonly travel together in large groups, with species intermixed. Trivers believes that it is predation that has probably selected for this pattern, especially predation from sharks. The altruistic behavior is adaptive under these conditions.

Moving phylogenetically closer to humans, we find that food sharing and cooperative hunting are common forms of behavior in chimpanzees. Frans de Waal (1996), a leading world expert on chimpanzee behavior, has shown that chimpanzees do not share plant foods but do engage in extensive sharing of meat. When they hunt for small monkeys or other prey, they show themselves to be very good cooperative hunters. They often work in pairs, trios, or sometimes even larger teams when they hunt arboreal mon-
meet, they can cooperate with each other, not cooperate with each other, or one animal could exploit the other. Suppose further that each animal can recognize individuals it has already interacted with and can remember salient aspects of their interaction, such as whether the other has usually cooperated. A round of the tournament can then be regarded as a simulation of a single generation of such animals, with each decision rule being employed by large numbers of individuals.

Thus the assumption is that various forms of reciprocal altruism have evolved in various species, especially in humans, because reciprocal altruism is the strategy that has done the best job of maximizing benefits for each organism. Or at least reciprocal altruism has done the best for each individual under the kinds of conditions specified in the Prisoner’s Dilemma game. Under different conditions, as we shall see, reciprocal altruism is likely to give way to very different strategies.

The big question now is, What does all of this have to do with economic behavior and the formation of different types of economic systems? Economic systems consist of networks of individuals who carry out activities in regard to the production, distribution, and exchange of valued goods and services. Reciprocal altruism underlies much of that kind of economic behavior we call exchange. Over two hundred years ago the famous political economist Adam Smith argued that humans have an innate tendency to “truck, barter, and exchange.” This argument has been considered axiomatic by most Western economists, but many sociologists and anthropologists have strongly challenged it, arguing instead that economic behavior is socially constructed and culturally determined. They have considered Smith’s argument tantamount to claiming that human nature is essentially “capitalistic.” My view is that humans do indeed have a natural tendency to exchange, and to do so in a self-interested manner. However, this does not necessarily make all humans natural capitalists any more than it makes them all natural altruists. Humans are just as naturally one as the other, and the direction in which their behavior moves is determined by the interaction between their natural tendency to exchange and the range of environmental conditions they confront. Leda Cosmides and John Tooby (1992) have argued that the human brain is equipped with a highly specialized set of algorithms for social exchange that provides the biological basis for our economic and social institutions. However, this same set of algorithms leads to very different results in different circumstances. As Cosmides and Tooby (1992:206) put it, “Wherever human beings live, their cultural forms and social life are infused with social exchange relations. . . . Such relations appear in an enormous range of different guises, both simple and highly elaborated, implicit and explicit, deferred and simultaneous, practical and symbolic. The magnitude, variety, and complexity of our social exchange relations are among the most distinctive features of human social life, and differentiate us strongly from all other animal species.”

Economic Reciprocity in Human Societies

Reciprocal altruism is found in all human societies and economies, but in many respects it is the essence of economic life in most hunter-gatherer societies. Hunter-gatherers are extremely noteworthy for their extensive food sharing, especially of meat. When a man brings an animal back to camp, he will divide it into portions and give these away, excepting only that he will likely be repaid in some way at some future time. A hunter may give to others repeatedly without any repayment taking place because he knows the chances are excellent that reciprocation will eventually occur. Where reciprocity is of crucial importance, powerful norms of sharing and individual humility develop. As Richard Lee has commented regarding the !Kung San (1978:888), “The most serious accusations that one !Kung can level against another are the charge of stinginess and the charge of arrogance. To be stingy or ‘far-hearted’ is to hoard one’s goods jealously and secretively, guarding them ‘like a hyena.’ The corrective for this in the !Kung view is to make the hoarder give ‘till it hurts,’ that is, to make him give generously and without stint until everyone can see that he is truly cleaned out. In order to ensure compliance with this cardinal rule, the !Kung browbeat each other constantly to be more generous and not to set themselves apart by hoarding a little nest-egg.”

What explains this enormous emphasis on cooperation and sharing, especially the sharing of meat? Probably the most common answer to that question is that it is a strategy of variance reduction (Wiessner, 1982; Cashdan, 1985; Winterhalder, 1986a, 1986b; cf. Kelly, 1995:168–72). The argument goes something like this: Hunter-gatherers normally live in very small groups, and those found in the modern era are usually located in less desirable environments. While resources might not be scarce in any absolute sense, they often vary markedly from region to region and from time to time. This is particularly the case for animal resources. Because of this, and because hunters differ in their skills and levels of motivation, the success of individual hunters varies markedly as well.

What to do? A rational response would be to place a great deal of emphasis on sharing because that will work to the advantage of each individual over the long run, and quite often in the short run as well. If Morg kills a big animal now and only he and his immediate family eat it, he and his family will suffer, perhaps even starve, when Morg brings home nothing day after day and no one shares game with them. But if Morg generously shares his kill with others, then those others will likely reciprocate by sharing their kills with him and his family in the future. Thus Morg’s generous behavior helps to guarantee security for him and his family. Bruce Winterhalder (1986a, 1986b; discussed in Kelly, 1995) has shown that sharing is most likely to occur in hunter-gatherer societies when there is, in fact, a great deal of variation in the returns of foragers on any given day.

However, “a limit is reached at about seven to eight foragers, after which there is no significant reduction in net-return-rate variance. Thus, the limits to sharing are realized at fairly small group sizes. This case accounts for why meat is shared more than plant food, since hunting is usually a riskier venture than plant collection, and, in the case of large game, produces more food than is immediately needed. It also explains why large game is shared more than small game, since the latter is less risky” (Kelly, 1995:170).

The main alternative to the variance reduction argument is that developed by Nicholas Blurton Jones (1984, 1987) and is known as tolerant theft. Blurton Jones argues that there is little difference between giving away a piece of food and allowing it to be taken by someone else. He reasons that among hunter-gatherers a common situation will occur in which one hunter will have killed a large animal while others have killed nothing. Since the successful hunter cannot eat the entire animal on the spot, nor would he benefit from trying to do so, it does not pay him to defend the kill against
the unsuccessful hunters who happen upon it. By contrast, it would pay the unsuccessful hunters to fight for the remainder of the kill, and thus the most rational thing for the successful hunter to do if he wishes to avoid serious conflict is to allow others to take the rest of the kill. As Burton Jones notes, this situation will occur again and again, but with a different hunter likely to make the kill, and thus over time individuals will be repeatedly allowing others to take over the rest of their kills. As Burton Jones puts it (1984:2), “In effect, each individual’s ‘donations’ are sooner or later ‘reciprocated.’ Individuals who attempt not to reciprocate will suffer the losses of injuries in fights with more motivated opponents. Thus, if we suppose these individuals to meet often, we have exactly the conditions that Trivers (1971) proposed as necessary for the evolution of reciprocal altruism.”

Which of these models, variance reduction or tolerated theft, should be preferred? Burton Jones (1987) claims that his model is the simpler of the two and that, moreover, tolerated theft actually leads to variance reduction. Robert Kelly (1993) suggests that both tolerated theft and variance reduction may explain food sharing. Either model is fully consistent with a Darwinian conflict perspective. To make matters more complicated, a third alternative, also consistent with Darwinian conflict theory, has been proposed by Kristen Hawkes (1993). Hawkes argues that the empirical evidence is against the variance reduction model. This model assumes that one must give in order to receive, and Hawkes claims that among three well-known hunter-gatherer societies, the !Kung, the Hadza, and the Ache, this is just not so. In these societies most of the meat is supplied by only a small number of men, and some men never supply any meat. Hawkes seems to accept the basic logic of the tolerated theft model; it may simply be too costly to try to prevent people from claiming the remains of kills. However, there is still the question of why only a few men hunt if they get back no meat in return. Her answer is that these men enjoy the “social attention” they receive from others. The most successful hunters will get more sex from more women, and as a result increase their reproductive success. It does seem to be the case that among the Ache men must exchange meat for sex. However, Hawkes presents no data showing a general connection between hunting success and reproductive success (Jeske, 1993). In the end, then, it is difficult to know how to choose among these three models of sharing. More research is clearly needed.2

When should sharing give way to hoarding? One major circumstance would appear to be a seasonal glut (Burton Jones, 1987). Hunter-gatherer societies that experience a season of highly abundant resources combined with a season of scarcity, such as a cold and snowy winter, will be highly motivated to store large amounts of food. Indeed, Alain Testart (1982) has drawn an important distinction between hunter-gatherers who store and those who do not, and it seems that sharing is much less common among storers than among nonstorers. Sharing also declines as societies make the transition from hunting and gathering to agriculture, as we shall see shortly.

Three Types of Reciprocity

Marshall Sahlinis (1965, 1972) has formulated a celebrated distinction between three types of reciprocity, which he calls generalized, balanced, and negative reciprocity. Generalized reciprocity is the most altruistic, and involves sharing, generosity, or pure gift. One of the hallmarks of generalized reciprocity is the vagueness of reciprocation. Individuals to whom things have been given incur a debt and are obligated to repay it, but there is no specification of the time, quantity, or quality of the reciprocation. The nature and timing of the reciprocation are highly indefinite. Under this type of reciprocity, it is considered inappropriate that there should be any overt calculation or discussion of the nature of the debt. The sharing of meat in hunter-gatherer societies is guided by generalized reciprocity. Balanced reciprocity is different in that overt calculation and discussion are not only permissible but expected. It is a more direct form of exchange in which the parties come to a clear understanding of the nature of the debt and the time and mode of its repayment. It is less “personal” and “more economic,” and includes such things as gift exchange, trade, and buying and selling. Sahlinis says that the real test of balanced reciprocity is its intolerance of one-way flows. Finally, negative reciprocity is the unsociable extreme, an attempt to get something for nothing. It is the most impersonal form of exchange and the “most economic,” involving as it does such economic transactions as haggling, gambling, and theft. In its most extreme form it amounts to exploitation. The participants understand that their interests are opposed and that each will try to benefit at the expense of the other. In this sense, negative reciprocity is not really a form of reciprocity at all.

One of the most interesting aspects of Sahlinis's analysis is the connection he draws between the form of reciprocity and the social circumstances under which each most frequently occurs. Generalized reciprocity is largely limited to the household or to the lineage, and thus occurs primarily among kin. Within the larger village or within the tribe itself, generalized reciprocity normally gives way to balanced reciprocity. Negative reciprocity occurs largely outside the tribal sector and thus is mainly limited to interactions among strangers or at least among individuals with whom one is barely acquainted. The remarkable thing about this formulation is that it fits the expectations of inclusive fitness theory almost perfectly, and yet Sahlinis was one of the earliest and most dismissive critics of that approach. As Richard Alexander (1975:91) has noted:

Sahlinis’ model concentrates generalized reciprocity in the household and implies its extension across the lineage sector of the village. He is in fact speaking largely of nepotism. Evolutionary biologists have dealt with such behavior under the rubrics of kin selection and inclusive fitness. They have come to expect that selection will mold organisms to assist their closer kin over their more distant kin, and kin over nonkin even when reciprocity in kind is unlikely, and at least to concentrate such one-way beneficence on genetic relatives, perhaps dispensing it to no one else. Sahlinis is telling the evolutionists that their expectations are fulfilled to an astonishing degree in primitive human societies in which kinship is “the organizing principle or idiom of most groups and social relations.”

And it is the same with respect to balanced reciprocity. As Alexander remarks, it is completely unsurprising that Sahlinis concentrates this form of reciprocity in the tribal sector and sees it as seldom extending beyond the limits of the tribe. Nor can it be the least bit surprising that negative reciprocity is concentrated outside the tribal sector. “The more overt or blatant the cheating, the less likely one is to conduct it among relatives or
groups of friendly persons, and the more likely he is to receive admiration or appreciation for success involving strangers or, better yet, mutual enemies" (Alexander, 1975:93).

In the book in which he formulated his major critique of sociobiology, Sahlins (1976a) has responded to Alexander’s charges by claiming that kinship is culturally constructed rather than biologically determined. Societies’ definitions of who counts as a near or distant kinsman, he claims, have little to do with genealogical relationships. This response, though, is thoroughly unconvincing. Is Sahlins denying that most of the members of a household or lineage are genetically related? It would be absurd to do so. And is he denying that people are most altruistic toward their own offspring? That would be equally absurd (Alexander, 1979).

In thinking about generalized, balanced, and negative reciprocity ranging along a continuum from the most cooperative to the most competitive or conflictive forms of economic behavior, what now remains to be done is to show how these behavioral categories relate to the evolution of economic systems. Under what conditions will economic behavior be highly cooperative, and under what conditions will this kind of behavior break down and be replaced by much more competitive and exploitative behavior? People behave most cooperatively among kin, friends, and acquaintances, and they behave most competitively or exploitatively among strangers. The expectation is therefore that throughout social evolution cooperation will gradually be replaced by competition and exploitation. This is because one of the most important features of social evolution is an increase in the scale and complexity of social life. In more large-scale and complex societies most people cease to have either direct or sustained contact with most other people. Moreover, the economic evolution of human societies is closely tied up with technological advance and increases in economic productivity. In more evolutionarily advanced societies there are many more economic goods over which competitive or exploitative behavior can arise. When there is more to be had, and when relationships become more impersonal and remote, people are much less likely to cooperate than to compete. It is a simple matter of people following their economic self-interest. As we will see in the sections ahead, these expectations about economic evolution correspond closely to the actual record revealed by human history and prehistory.

From Reciprocity to Redistribution

As we have seen, in hunter-gatherer societies reciprocal altruism, often in the form of generalized reciprocity, is a fundamental form of economic behavior. This kind of economic behavior generally continues in the transition to horticultural societies, but a new form of behavior known as redistribution emerges. Redistribution is a process whereby goods, mostly in the form of food, are sent from individual households to a central source and then eventually returned to those households in some way. Redistribution differs from reciprocity in that it is a more formal process involving the movement of goods into the hands of some agent (person or group) who reallocates them. Moseley and Wallerstein (1978) have distinguished two different forms of redistribution, which they call pure and partial redistribution. In pure redistribution the redistributive agent reallocates all goods and keeps no extra portion (or at most only a small extra portion) for himself. In partial redistribution the redistributive process is less complete; the redistributive agent, which in this case is likely to be an organized group rather than a single individual, keeps a portion of goods (sometimes a very large portion) for itself.

Pure redistributive economies are most frequently found among simple horticulturists and vary from place to place and time to time. Perhaps the best-known type of redistributive economy is that which is characteristic of Melanesian village societies. Many of these societies contain very ambitious men known as "big men," individuals who seek recognition through their roles as economic organizers and political leaders (Harris, 1974, 1977). They spend a great deal of time cultivating their gardens and, if they have them, trying to increase the size of their pig herds. A major objective of an actual or potential big man is to accumulate enough goods to hold a feast, at which time the various foodstuffs will be redistributed to other members of the village and perhaps to kin from other villages. One of the interesting things about the big man system is that, although any given village may have only one publicly acknowledged big man, there are apt to be several other ambitious individuals who are competing to attain this position of economic leadership. They too will be working harder in order to accumulate foodstuffs and hold their own feasts. The Kaoka-speakers, who are Melanesian simple horticulturists, have this type of redistributive economy (Hogbin, 1964; Harris, 1974). When a candidate for bigmanship has made his gardens flourish and has a sufficient number of pigs, he tells people that he wishes to build a larger dwelling, an indication that he intends to compete for the leadership of his village. Once the new dwelling has been constructed the Kaoka-speakers celebrate the end of the job through an elaborate feast that they call the "feast-to-remove-the-splinters." In one such feast, the aspiring big man and his closest relatives contributed 250 pounds of dried fish, 3,000 yam cakes, 11 bowls of yam puddings, and 8 pigs. Other villagers contributed additional foodstuffs, which increased the total to some 300 pounds of fish, nearly 5,000 yam cakes, 19 bowls of pudding, and 13 pigs. It was then the feast organizer's task to redistribute this food to everyone associated with the feast (Harris, 1974).

Marvin Harris (1974, 1977) stresses that a big man, despite seeking recognition, is still a pure redistributor. Big men are expected to redistribute so that everyone gets something and the leader himself gets no more than anyone else. In the transition to more intensive or advanced horticultural societies, however, the redistributive agents become partial rather than pure redistributors: They redistribute to everyone but keep a portion, often a large portion, of what they accumulate for themselves. Advanced horticultural societies are usually in a position to produce an economic surplus, or a quantity of goods above and beyond what is necessary for daily subsistence. Much of this surplus remains in the hands of those who cause it to come into existence. In a classic article, Marshall Sahlins (1963) has highlighted differences between pure and partial redistribution by comparing the redistributive systems of Melanesian and Polynesian societies. Melanesian societies have tended to have simple horticulture and big-man systems, whereas Polynesian societies have been more frequently characterized by intensive horticulture and partial redistribution. Melanesian big men may have a great deal of prestige, but they hold little or no real power over the rest of the society. By contrast,
would say that exploitation exists when one party is compelled to give to another party more than it receives in return. The notion of exploitation implies that one party is benefiting at the expense of another and that the disadvantaged party does not have the means to leave the relationship and enter another that would be less punitive. When exploitation exists there is always an element of compulsion and unequal power. What then of the primary producers in advanced horticultural societies? Were they being exploited as well? Probably, and if so, then we can mark the beginnings of true economic exploitation at the emergence of these types of societies. But the level of exploitation surely was much lower. There were definite limits on the abilities of horticultural chiefs to extract surplus production from the people. Indeed, in precontact Hawaii many a chief was killed who “ate the powers of government too much” (Sahlins, 1963). That is a fate that almost never befell an agrarian landlord.

A major reason for the shift from reciprocity to redistribution to expropriation throughout the course of social evolution has involved who owned the means of production on which people have depended for a living. There is a clear evolutionary pattern in resource ownership away from more communal modes and toward increasingly privatized modes. In hunter-gatherer societies, especially those with low resource density and high resource unpredictability, there is little territoriality and little concept of ownership (Kelly, 1995). Under these conditions, which characterize the majority of contemporary hunter-gatherer societies, hunter-gatherers tend to share land to about the same extent that they share food (Kelly, 1995). In small-scale horticultural societies there is seldom any sort of privatized ownership, but a concept of ownership does exist. Land is usually owned and controlled by lineages or clans, and people only have the right to use the land that belongs to their kinship group. However, within these groups a strikingly egalitarian pattern of use prevails. In terms of the dichotomy communal versus private, land is communally owned in this type of society. The shift to a more privatized form of landownership generally occurs with the shift to more intensive or advanced horticultural societies. Here, as might be suspected, land is often said to be formally owned by powerful chiefs who have the right to make use of it as they see fit, including disposing of commoners or requiring them to increase their rate of productivity and relinquish a portion of their harvest. It is well known that in some advanced horticultural societies the claim to formal ownership of land by a chief is to some extent a fiction. For example, among the Kpelle of West Africa the ownership rights of chiefs are quite limited (Gibbs, 1965). Here every man in a lineage was entitled to the use of that lineage’s land, and a chief was more like a steward than a true owner. In other advanced horticultural societies, such as precontact Hawaii, formal ownership of land by a chief, especially the paramount chief, was actually closer to reality than to fiction. Chiefly ownership marks a significant movement in the direction of private ownership, but because it often retains many of the characteristics of lineage ownership it is not a true mode of private ownership. True private ownership is reached with the emergence of what I have called seigneurial ownership (Sanderson, 1995a). This involves ownership of the land by a powerful class of landlords or by a centralized state that has usurped some of the rights and powers of the landlord class. Seigneurial ownership has been most characteristic of large-scale agrarian societies.
The evolution of property rights throughout the past 10,000 years of human history and prehistory has involved a steady movement in the direction of private ownership rights, and by and large the more privatized the system of ownership has become, the more unequal has become the system of economic distribution. What, then, has been driving changing modes of property ownership? A major part of the answer, I think, is population pressure, which has been in fact one of the great driving forces of all of social evolution (Sanderson, 1995b, 1999). Population pressure has increased resource scarcity, especially of land, and this has increased the fight over land with its consequent unbalanced outcomes. Once again we see human nature coming to the fore. When it is advantageous for them to do so, people share food and land, but they readily abandon the sharing of food and land when that is to their advantage. They begin adopting those modes of property ownership and resource distribution that are most suitable for them and their kin under the evolving conditions. The evolution of economic ownership and distribution has run in the same basic way all over the globe throughout history and prehistory, and that suggests the existence of the very kind of organism that Darwinian conflict theory has described.

STRATEGIES OF ECONOMIC GROWTH IN WORLD HISTORY

In two recent books the economic historian Graeme Donald Snooks (1996, 1997) has proposed that the members of human societies have relied on one or another of four strategies of economic growth or wealth expansion. These are strategies quite apart from those of redistribution and surplus expropriation just discussed. Snooks calls these strategies, which he refers to as dynamic strategies, the family multiplication strategy, the conquest strategy, the commerce strategy, and the technological strategy. He argues that the members of a society (or their economic and political elites) select the strategy that works best under the circumstances in which that society finds itself. Any particular dynamic strategy eventually exhausts itself, at which point the society shifts to the next-best strategy.

The dynamic strategy most likely to be found in small-scale preindustrial societies is the family multiplication strategy. Here families hive off from other families and occupy new land. This strategy has also been used by more complex societies in the setting of frontier regions, such as in colonial America. The most common dynamic strategy in the world of large-scale agrarian civilizations has been the conquest strategy. Here the political leaders of a society, usually in close collaboration with its economic leaders, engage in a pattern of constant war against other societies. War becomes a large-scale business, and wealth is created in the form of the spoils of war: additional agricultural land; additional labour in the form of slaves and soldiers; additional fixed capital in the form of captured military equipment, irrigation systems, buildings, transport facilities, etc.; treasure; and additional tax revenue" (1996:276). This strategy was preferred to all others because it was usually the most cost-efficient and produced the greatest return on investment. In order to achieve this return, ancient civilizations had to emphasize one form of technological advance, that involving military technology. The advance of military technology in the ancient world occurred, Snooks says, because war was not a game but a business, and in fact a very big business.

By far the greatest example of the conquest strategy is the Roman Republic and Empire. The dynamic strategists were the senators, who had launched this strategy by about the middle of the fifth century BC. Later the senators were replaced by the emperor as the primary strategist, a change necessitated by the need for greater centralization of the whole process of conquest. According to Snooks, by AD 138 the Romans had essentially exhausted their conquest strategy, but since there were no real alternatives to it the empire started on a process of long and slow decline. As another example of the conquest strategy Snooks discusses the Aztecs, whose budding empire in the fifteenth and sixteenth centuries was centered on the capital city of Tenochtitlán. Unlike Rome, the Aztecs did not make use of a large slave labor force, and there was no permanent army. But as in Rome, war became a serious business, and merchants, who relied on the commerce strategy, were greatly distrusted; however, since their wealth was useful to the state they were tolerated. The Aztec conquest strategy was cut short by the Spanish conquerors early in the sixteenth century before it had a chance to spread and ultimately to exhaust itself. Snooks speculates that had this not happened the Aztecs would soon have embarked on the conquest of much of North and South America.

A few agrarian societies have been fortunate enough to be able to use the commerce strategy rather than the conquest strategy. This strategy involves the creation of wealth by producing and trading goods over as large an area as possible. It depends on favorable geographical and other circumstances that give a society the necessary access to markets and trade routes. Since commerce societies could not coexist peacefully with conquest societies, the former had to be beyond the reach of the latter. Snooks's leading examples of the commerce strategy are ancient Mesopotamia, Minoan society, the Phoenicians, classical Athens, the Italian city-states of Venice and Genoa at the time of the Renaissance, and Europe between the sixteenth and eighteenth centuries. The greatest commerce society in all of premodern human history was ancient Greece. The Greeks were not only geographically suited for the commerce strategy, but, since they were divided into a number of small and independent states that were equally matched militarily, the conquest strategy could not be successfully employed. The Greeks employed their commerce strategy between approximately 800 and 550 BC. An integral part of this process was the founding of many Greek colonies in both near and distant regions. These colonies were important to the Greeks because “they were the means by which Greek city-states attempted to gain a monopoly over trade in a particular part of the Mediterranean" (Snooks, 1997:213). By around 550 to 500 BC the Greek commerce strategy had exhausted itself and Greece was forced to turn to the conquest strategy. However, it had no particular advantage in the use of this strategy and as a result subsided into insignificance as a world-class society. Venice in the time between approximately AD 1000 and 1500 was also a major commerce society. It followed a path similar to Greece's. It was ideally geographically situated for commerce, and it followed this strategy for several centuries. Soon, however, the strategy had run its course and, like Greece two millennia earlier, it turned to conquest. But since it had, also like Greece, no particular advantage in the use of this strategy, the conquest strategy failed, and early in the sixteenth century Venice opted for a policy of neutrality and diplomacy.
According to Snooks, the history of Europe, England in particular, over the past millennium reveals a sequence of dynamic strategies. Between about AD 1000 and 1450 England used a conquest strategy. Once this strategy had been played out, England adopted a commerce strategy. This latter strategy had itself been played out by the middle of the eighteenth century, and as a result England embarked upon what Snooks calls the technological strategy, or what I think might be more appropriately called the capitalist strategy. This involved the substitution of inanimate for animate energy and was marked by, of course, the Industrial Revolution (1997:293–94):

As far as Britain's dynamic strategists were concerned, the essence of the Industrial Revolution was that it devised cheaper ways (both technically and institutionally) of producing old products, such as cotton textiles, and new products such as consumer durables, and cheaper ways of transporting these products to markets at home (by canals and railways) and abroad (by steam-driven steel ships). . . . By providing ways of achieving favoured access to resources and markets other than the exhausted traditional ways of force, diplomacy, and physical proximity, the British Industrial Revolution imparted a new impetus to commercial expansion. But this time commercial expansion was the outcome of the technological rather than the commerce strategy.

Despite its short history, the United States has also undergone a sequence of dynamic strategies. In colonial America the strategy followed was that of dependent commerce, a version of the commerce strategy in which the colonies were a junior partner to England. This strategy came to an end late in the eighteenth century, and the United States then embarked, according to Snooks, on a strategy of family multiplication by expanding into the Western frontier. Once this strategy had been exhausted by around 1890, the United States took up the technological strategy. Snooks argues that the key to understanding U.S. society is that it was the world's first "megastate" and the first society to create a "megamarket." Prior to the Civil War the United States was really made up of two subsocieties that were committed to different dynamic strategies. The North wanted to expand industrial capitalism into the Western frontier in order to create a megamarket, but the "longrun material success of Southern strategists depended more on their economic relationship with Britain than with the rest of America" (1997:379). The Civil War was really fought over this clash of strategies, and Snooks contends that had the South won the war the United States would have been divided into a number of nation-states rather than becoming one megastate. Thus, the outcome of the Civil War was essential to the preservation of the North's technological strategy, for this strategy could not have been sustained without a megastate and a megamarket.

The technological strategy has been relatively little employed in world history compared to the three other strategies. Why should this be so? Snooks's answer is that it was generally too expensive in comparison to other strategies. Snooks is highly critical of the conventional assumption made by historians that the agrarian civilizations of the ancient world gave little emphasis to technological advance because they were essentially uninterested in economic growth. They were keenly interested in such growth, he says, but had more cost-effective ways of achieving it.

By way of criticism, I have some difficulty understanding just what Snooks means by the family multiplication strategy. His discussion of it in his first book seems to make it clear that this was a strategy suitable to very small-scale societies. Yet in his second book we read that this was the major strategy of American society in the century between 1790 and 1890, and we also learn of the enormous amount of wealth that the use of this strategy created. But surely family multiplication cannot be much of a wealth-creating strategy on its own, let alone of the level of wealth that Snooks is referring to. Perhaps I misunderstand the family multiplication strategy, but it would appear to me that it could not create much wealth unless it were combined with one of the other strategies.

For example, the expansion of the railroads was a major aspect of the expansion into the Western frontier of the United States, but this was driven by Snooks's technological strategy (or what I prefer to call the capitalist strategy) rather than by simple family multiplication.

Questions can also be raised concerning Snooks's specific employment of his four economic strategies. To take just one of the more prominent examples, consider Snooks's claim that Europe between AD 1000 and 1500 relied heavily on the technological strategy. To support his claim he is able to cite numerous examples of technological development during this time, but is it not just as logical, if not more logical, to regard European societies at this time as employing the commerce strategy? William McNeill (1982) has argued that the world as a whole experienced a tremendous leap forward in the level of commerce after AD 1000, and certainly Europe, in particular the Italian city-states of Venice and Genoa, was a huge part of this commercial thrust. In fact, why separate the technology and commerce strategies in this case? Could it not be persuasively argued that Europe was using technological advance to promote a commerce strategy, just as the ancient civilizations promoted the development of military technology to support their conquest strategies? And what about the period since the Industrial Revolution? Once again Snooks refers to this period as one characterized by the use of the technological strategy, but could we not argue that it was really the commerce strategy—better labeled the capitalist strategy, since it was world production as well as world trade that was involved—that was dominant and being served by technological advance?

Snooks also gets himself into trouble by seldom if ever looking at world history as a sociologist would. I agree with his rational choice and methodologically individualist grounding assumptions, but one cannot simply stop there. His work seems to contain only individuals, there being little if any recognition of the importance of social classes and economic inequalities as strongly implicated in world historical development. A glaring example of this absence involves Snooks's analysis of Roman conquest. As he puts it, "Conquest was a business pursued to achieve the materialistic ends of all Roman citizens" (1996:293; emphasis added). All Roman citizens? Does Snooks really believe that the needs and concerns of all Roman citizens, rather than those of Roman elites, were being considered by the Roman polity in its mapping out of its objectives? Indeed he does, for he says at the beginning of the book that "the dynamics of human society arises from the decision-making not just of small elites but of all members of society both male and female throughout the world" (1996:xiv). Although elites may capture
a disproportionate share of the economic surplus, he says, they merely express the general desires of humanity. If we shift our focus from the ancient world to modern times, we run into a similar problem. The modern world, many would say, is quintessentially a capitalist world, but capitalists are strangely absent from Snooks's view of this world. There are just individuals pursuing their economic objectives, all of which are the same.

In my view, one of the most compelling features of Snooks's work is its resolute materialism. Snooks calls the theoretical model that underlies his work materialist or dynamic materialism. This model holds that humans have an innate desire to increase their wealth and power. Indeed, he claims that they have an insatiable desire to accumulate material possessions. Snooks also appears, at least on the surface, to be grounding his economic materialism in a deeper Darwinian materialism. Snooks's humans look like Darwinian organisms in the sense that they have been built for a struggle for survival and a maximization of material advantage. Unfortunately, Snooks takes his argument too far and ends up producing a distortion of Darwin. Snooks attacks sociobiology and claims that its adherents have badly misunderstood Darwin. Humans only struggle for wealth and power, he claims, and this has nothing to do with the struggle for reproductive success. Indeed, Snooks claims that the latter struggle does not even exist (at least in the case of humans), and he contends that Darwin himself emphasized only an economic struggle, a struggle for material resources, not a reproductive struggle.

However, it is not the sociobiologists who have misunderstood Darwin; the misunderstanding lies entirely with Snooks. Not only did Darwin emphasize reproductive success, but his theory depended intimately upon it and makes no sense without it. Life is a struggle for both survival and reproductive success, and evolution cannot occur if organisms do not mate and leave copies of their genes in future generations. This is the only way an adaptive trait can spread throughout a population. What Snooks fails to see is that his general theory, materialist man, is not only compatible with sociobiology, but makes sense only in terms of it. Why do people strive for wealth, status, and power? Because these are the resources they need in the struggle, not only to survive and prosper, but to attract mates and perpetuate their genes.

THE TRANSITION FROM FEUDALISM TO CAPITALISM

The Transition in Europe

I take capitalism to be an economic system devoted to the sale of goods in a market in which the objective is to realize the maximum profit. This kind of economic activity has existed for thousands of years, but it has been only in the past few centuries that it has come to be the dominant form of economic action. Immanuel Wallerstein (1974a, 1974b) dates the emergence of modern capitalism in Europe from the sixteenth century, but it is clear that important things were developing even earlier. Maurice Dobb (1963) sees merchant capitalism as beginning in the fourteenth and fifteenth centuries with the disintegration of the old feudal system and the rise of the towns, the latter being associated with the increased importance of the bourgeoisie, or merchant class. The primary source of merchant wealth was trade rather than production; the latter would not be-
than 20 to 25 percent of the world, but in capitalism's third phase, 1763 to 1917, the system expanded to include most of the globe. At the beginning of this phase the British Industrial Revolution got under way and a highly industrialized form of capitalism developed in the nineteenth and twentieth centuries in Western Europe and North America. That is a story much too detailed to tell in the limited space available here, but it is in any event a story that is very well known.

The Transition in Japan

Striking historical parallels seem to have existed between Europe and Japan from late medieval times through to the development of industrial capitalism in the nineteenth and twentieth centuries. Medieval Japan had a form of feudalism that closely resembled European feudalism, and Japan also underwent a transition from feudalism to capitalism that was very similar to the European transition to modern capitalism (Duus, 1969; Reischauer, 1956; Jacobs, 1958; J.W. Hall, 1970; T.C. Smith, 1959; P. Anderson, 1974b; Halliday, 1975). One of the first scholars to recognize the major economic developments in Tokugawa Japan (the period from 1600 to 1868) was Daniel Spencer (1958). Spencer has described a series of interrelated processes involving large-scale urbanization, commercialization of agriculture, increasing flight of peasants into the towns and cities, the worsening economic condition of the nobility, growth in the wealth and economic importance of the merchant class, increased monetization of the economy, and the beginnings of the factory system. More recently, Kozo Yamamura (1980) has shown that between 1550 and 1650 there was an agricultural and commercial revolution in Japan. The main cause of the major increases in agricultural productivity, according to Yamamura, was a change in property rights involving peasants acquiring more control over their land. This was essentially a shift toward more capitalist land tenure. With these changing property rights there arose a class of independent farmers similar to the yeoman farmers of early modern Europe. Yamamura holds that greater control over their land gave peasants increased incentives to make it productive. The commercial revolution involved a variety of state-supported measures to promote commerce, such as decrees to protect merchants, decrees designed to eliminate various restrictions on the operation of markets, active development of transportation networks and facilities, and standardization of measurements.

Sheldon (1958) has traced the rising economic importance of the merchant class throughout the Tokugawa period, but, like Yamamura, notes that important economic developments were taking place in the century before Tokugawa. Sheldon sees the Genroku period (1688 to 1703) as the critical one in the merchants' economic evolution, because by this time there was a thriving money economy and the merchant class had grown strong enough so that the nobility was forced to regard it as a serious economic competitor. John Whitney Hall (1970) sees the growth of mercantile activities during the Tokugawa epoch in similar terms, pointing out that it was during this time that a bourgeoisie first rose to a position of national prominence.

An important part of Japanese economic development during the Tokugawa era, the seventeenth century in particular, was urbanization at a level so extensive that Hall (1970) regards it as very likely without historical precedent (cf. Goldsmith, 1987). For example, Edo (modern Tokyo) was not much more than a small village at the end of the sixteenth century, but by the early eighteenth century it had reached half a million in population and by the end of that century it contained well over a million persons (Spencer, 1958). The extent to which capitalism was emerging in Tokugawa Japan can also be seen by examining one of the most important aspects of capitalist development: proletarianization of the labor force. During the Tokugawa period Japan was becoming a more impersonal, money-dominated society with an increasing part of its labor force being compensated in the form of wages; by the end of the period, wage labor had become the major form of compensation, at least with respect to urban workers (Leupp, 1992). Wage labor even became increasingly important in agricultural work (T.C. Smith, 1959).

By the end of the Tokugawa Shogunate in 1688, Japan had become an essentially capitalist society in economic terms despite retaining largely feudal social and political arrangements. The merchant class had grown enormously in economic importance. Japan had undergone tremendous commercialization, both in agriculture and in industry, and had become one of the most urbanized societies in the world. It has even been claimed that by the end of the eighteenth century nearly 95 percent of Japan's wealth was in the hands of the merchants, a clear indication of the extent of the economic changes (Spencer, 1958). It was the merchant class that was in economic if not political control of late Tokugawa Japan.

Explaining the Transition

My explanation of the rise of capitalism in Europe and Japan is largely ecomaterialist but to some extent polimaterialist. There were several basic characteristics shared by Europe and Japan that I argue operated as important preconditions facilitating their transition to capitalism. However, these preconditions occurred only within the context of a particular historical juncture that marked the culmination of a great historical trend. It was the interaction of these factors—the preconditions on the one hand and a major historical trend on the other—that made the transition possible in these two regions of the world.

What did Europe and Japan have in common that gave them a decided advantage in the capitalist transition? I see five factors as critical. First there was size. Japan and two of the three leading capitalist countries of early modern Europe—England and the Netherlands—were small, and as such contrasted markedly with such Asian societies as China and India, which were large bureaucratic empires. This is important because maintaining a large state is more costly than administering a small one (cf. Braudel, 1984, in the case of early modern France); a large state drains resources that could be used more directly for economic development. Large Asian societies like China and India were simply so large that obstacles were put in the way of economic development. In Asia, Japan's much smaller size gave it a clear advantage. Of additional importance was geography: Japan, England, and the Netherlands were all located on large bodies of water, and this allowed them to give more emphasis to maritime than to overland trade. Maritime trade is far superior in terms of trade efficiency in that it allows a much greater
quantity of goods to be moved, and to be moved more rapidly and at lower cost (Hugill, 1993; Braudel, 1982). A third factor was climate. Europe and Japan both had temperate climates, which is significant when we recognize that most of the world colonized by Europe had tropical or subtropical climates. These colonized regions were best suited to the kinds of economic activities—production of raw materials for export—that European states wanted to use its colonies for. Two extremely successful British settler colonies, the northern United States and Australia, had climates poorly suited to peripheral economic activities and as a result were given much more freedom to develop under their own impetus. Climatically, Japan was like these settler colonies. It may have escaped peripheralization by Europe at least partly because of its climate or its distant northerly location, and escaping peripheralization has proven to be extremely important to a society’s economic success. Fourth, there was demography. Both Europe and Japan experienced dramatic population growth during their feudal and early capitalist periods. Population grew substantially throughout the first half of the Tokugawa era (Jannetta, 1987), and continued to grow, albeit more slowly, during the second half of this era (Hanley and Yamamura, 1972). The total population of Europe in AD 1000 was approximately thirty million. By 1340 that had increased by some two-and-a-half times to seventy-four million. Population declined between 1350 and 1450, but after about 1450 Europe began to undergo a long trend of increasing population, and between that time and the eve of the Industrial Revolution the total European population more than doubled (Livi-Bacci, 1992). Marvin Harris (1977) and others have seen the buildup of population pressure as contributing to the declining efficiency of European feudallsm and the shift toward capitalism, but I see the significance of population growth somewhat differently. Population growth led to growing urbanization, and this provided a larger pool of workers and stimulated expansion in the size of economic markets. Urbanization also promoted economic differentiation and specialization and more efficient utilization of various resources (Boserup, 1981).

The fifth factor, political structure, was quite likely the most important precondition of all. Europe and Japan had the only true feudal regimes in world history (Anderson, 1974b). Moreover, the feudal systems of Europe and Japan arose at about the same time in world history and persisted for remarkably similar lengths of time, about seven centuries. The feudal regimes of these two regions were extremely important because of the freedom they gave to their merchant classes to pursue their economic objectives relatively unhindered. It is widely agreed that large bureaucratic empires smother mercantile activity because they see it as a threat to the way in which they extract surplus. The high levels of political decentralization in Europe and Japan meant that mercantile activities could not be constrained as tightly as they were in large bureaucratic states. Perry Anderson (1974a, 1974b) has called attention to the unusual level of economic freedom enjoyed by the towns of Europe and Japan, and Norman Jacobs (1958) has stressed the remarkable freedom and independence of Japanese merchants compared to merchants in China. Mercantile activity had an importance in Europe and Japan that exceeded by a considerable amount the significance it had in Asia.

Yet as significant as these five preconditions were, they could not have produced capitalism when and where they did without another important condition, and that was the long-term expansion of world trade and the growth of world commercialization over several millennia (Sanderson, 1995b, 1999:107–13). Between about 3000 BC and the beginnings of the modern capitalist era, there was a dramatic increase on a world scale in the size and density of trade networks and in the level of urbanization. Cities grew larger and there were many more large cities as time went on. Prior to about 2,200 years ago, trade networks did not transcend local or regional levels, but after this time a worldwide network of trade stretching from the Mediterranean to China was established (Curtin, 1984). After approximately AD 1000 trade networks became even more extensive and a greater quantity of goods passed through them (McNeill, 1982; Wilkinson, 1992). This long process of expanding world commercialization was critical for the development of modern capitalism because capitalism could not emerge suddenly, even if “suddenly” is operationally defined to mean a few hundred years. Because agrarian elites were usually hostile to capitalist activity, it could only emerge slowly and therefore required a long period of incubation before it could reach a “critical mass” essential to a tipping of the balance of economic power in its favor.

My explanation of the rise of modern capitalism is thus that it resulted from the interaction between the five preconditions and the level of world commercialization that had been reached by about AD 1000 to 1250. Once a critical threshold of commercialization had been achieved, a capitalist “takeoff” in those two regions of the world most hospitable to capitalist activity was possible. The long-run expansion of world commercialization is in all likelihood the truly critical factor in all this because, as Fernand Braudel (1984:96) has said, “There could be no world economy until there was a dense enough urban network with trade of sufficient volume and regularity to breathe life into a central or core zone.” Braudel is speaking of Europe, but his argument applies to Japan as well. Japan carried on a very substantial trade with East Asia during the second millennium AD, and it has been considered a major maritime power in this part of the world between the thirteenth and fifteenth centuries (J.W. Hall, 1970; Braudel, 1982). Of the preconditions that interacted with this expanding level of world commercialization, I regard the most important as the economic freedom allowed to merchants by decentralized political relations. Merchants in Europe and Japan could not have accomplished what they did when they did if they had been smothered by a centralized agrarian state.

**ADDITIONAL EVIDENCE**

In terms of food preferences, Harris (1985) and Abrams (1987) provide long lists of societies that eat insects and the various types of insects they eat. A surprising number of societies eat insects, and these are not just preliterate societies, but in some cases true civilizations. On the basis of optimal foraging theory, Harris argues, quite persuasively in my view, that societies that eat insects tend to lack large vertebrate species suitable for eating and thus will remain highly meat deficient if they do not turn to insects. Insect eating is most common in tropical forests that contain large swarming insects. Dogs and cats are eaten in some societies, but are not in most because, as carnivores, they have to
be fed meat. They are therefore very inefficient sources of animal protein, and tend to be eaten only when other sources are highly restricted. Harris (1985) has some interesting things to say about cannibalism, especially warfare cannibalism. Eric Ross (1980) has developed an interesting ecomaterialist theory of the shift from pork to beef as the most highly esteemed meat in American society in the nineteenth century. He gives emphasis to changes in ecological, technological, and economic forces. Why is hot and spicy food so popular in so many regions of the world? Rozin (1987) suggests that one possibility is that spices like chilli peppers cause the brain to secrete opiates that, at a sufficient level, bring pleasure. Billing and Sherman (1998) show that spices are used more frequently in regions with hotter climates. They argue that this is because in such climates food spoils more rapidly and spices have important antimicrobial properties. The hotter the region, the more likely people will use those spices with the greatest antimicrobial properties. Billing and Sherman conclude in good biomaterialist fashion that people spice their food because it enhances their health, longevity, and reproductive success.

There has been a major revival in the last several decades of the study of slavery in the New World, and much of the new literature is devoted to showing the economic foundations of slavery. The really pioneering work was undertaken by Fogel and Engerman in their book *Time on the Cross* (1974). These economic historians carried out detailed quantitative analyses of slavery in the American South showing how it was a highly efficient capitalist system through and through. Their book provides the answer to antimaterialist analyses such as those of Genovese (1965, 1968, 1969, 1974). Tomich (1990) shows the relationship between slavery and the capitalist world-economy in Martinique in the middle of the nineteenth century. Blackburn (1997) deals with the relationship between slavery and capitalism in a much broader geographical and historical sense. See also Fogel (1989), Tomich (1991) and McMichael (1991). In a fascinating article, Halliburton (1975) has shown that a number of slaveholders in the U.S. South were black, demonstrating the priority of economics over race in the formation and maintenance of slavery.

**NOTES**


2. The Meriam, who are located between Australia and New Guinea, hunt turtles and a few men do much of the hunting, so here we have a fourth ethnographic instance of a few men bringing home most of the meat (E.A. Smith, 1999; Smith and Bleige Bird, 2000). It is possible that this pattern represents a form of "costly signaling," a term used by Zahavi and Zahavi (1997) with respect to their so-called Handicap Principle. (See chapter 15 for discussion of this concept.)


---

### 15

**Social Hierarchies**

Equality may perhaps be a right, but no power on earth can ever turn it into a fact.

—Honoré de Balzac

However energetically society in general may strive to make all the citizens equal and alike, the personal pride of each individual will always make him try to escape the common level, and he will form some inequality somewhere to his own profit.

—Alexis de Tocqueville

**THE BIOLOGICAL FOUNDATIONS OF SOCIAL HIERARCHIES**

Social hierarchies are universal to the human condition, despite their enormous variation in type and degree from one society to the next. In this regard I have found it useful, although I seem to be the only sociologist who does, to distinguish between two different types of hierarchical arrangements, social inequality and social stratification. By social inequality I mean the existence of a hierarchy in which some individuals have greater prestige and social influence than others but without there being differences in wealth that have become crystallized into social classes (although small wealth differences may exist between individuals). Normally where only inequality prevails the superior status of some individuals is achieved rather than hereditary. Hierarchies of this nature are most commonly associated with hunter-gatherer and small-scale horticultural societies. Inequality comes to be converted into stratification when differences in wealth or privilege become significant enough so that distinct social strata or classes form and where one’s social class position has a strongly hereditary character. Stratified societies are built around what Morton Fried (1967:186) has called *differential access to resources*, which means that "members of the same sex and equivalent age status do not have equal access to the basic resources that sustain life." Whereas social inequality is typical of
hunter-gatherer and simple horticultural societies, stratification is much more characteristic of large-scale horticultural societies with more intensive systems of economic production, of agrarian societies, and of modern industrial societies.

The argument here will be that social hierarchies must be explained thrice over, i.e., bio-, eco-, and polimaterristically. A strong tendency toward hierarchy is a fundamental feature of the human biogram, but this tendency is greatly affected by a range of features of the natural and sociocultural environment. Social hierarchies are biologically rooted but socially elaborated. Most sociologists disagree with this view, holding that humans do not have the kind of biogram that I have indicated, and thus that hierarchies are purely cultural arrangements. The evidence, much of which I shall present below, goes strongly against this latter view, as a number of sociologists and anthropologists have recognized.

As Somit and Peterson (1997;56-57) argue, "it is highly improbable that social learning can ever begin to account for the regularity and similarity of dominance structures and dominance-related behaviors among peoples separated by vast distances of time, space, and cultural development." These authors point out that virtually "all languages abound in honorifics and in pronouns that recognize and reinforce status distinctions" (1997:56).

James Woodburn (1982) notes that there are human societies, most commonly hunter-gatherer societies, that have been able to achieve and maintain remarkable levels of social and economic equality. However, as he also notes (1982:432), this equality never goes unchallenged and "people are well aware of the possibility that individuals or groups within their own egalitarian societies may try to acquire more wealth, to assert more power or to claim more status than other people, and are vigilant to prevent or to limit this." Elizabeth Cashdan (1980) makes the same point. With respect to the !Kung San, one of the least hierarchical societies on earth, inequality is "always struggling to get out." The lack of stratification, she says, is not a natural condition at all, but arises from the high levels of spatial and temporal variation in the food supply available to the !Kung. Economic equality must be constantly enforced and policed, because natural human tendencies strongly work against it (cf. Boehm, 1999).

As she points out, related Bushman groups in environments without such variation, such as the //Gana, relax their attitude toward the necessity of strict equality and are, in fact, more hierarchical. Timothy Earle (1997) indicates that not all individuals are interested in rank and dominance, but in all human populations there will be people who do strive for these things. Joseph Lopreato (1984) has argued that humans appear to have an innate desire for creature comforts and that this desire has been progressively intensified throughout social evolution.

Jerome Barkow (1989:179) says that "we hunger for prestige, and much of our behavior is dominated by this goal." Barkow argues that humans really compete for prestige more than for resources. This is debatable, but there seems to be little doubt that the desire for prestige is a fundamental human drive. Barkow asks what a billionaire needs another billion for. His answer: Why to achieve greater prestige than fellow billionaires who have only a single billion!

Moreover, we know why an innate tendency to strive for status and wealth should be an integral part of the human biogram. The competition for resources and high social rank is fundamental to mating and the promotion of one's inclusive fitness. In the earlier discussion of reproductive behavior, it was shown that social rank and reproductive success are closely linked in many mammalian species and in most human societies. Individuals desire not only to acquire resources and social status, but to pass these things along to their offspring whenever possible. As John Hartung (1976:607) has put it, "It follows from the laws of natural selection that postreproductive adults can enhance their own reproductive success over time, or fitness, by endowing their offspring with whatever transferable wealth they have accumulated. . . Accordingly, an individual will maximize the fitness-enhancing potential of his wealth if he transfers it to descendants who have inherited the highest concentration of his genes."

Despite the link between status, wealth, and reproductive success, it should not be assumed that the competition for status and wealth is devoted only to reproduction, either consciously or unconsciously. Throughout social evolution this competition has become, to a very substantial extent, autonomous from reproductive concerns. As Penny Anthon Green (1994:197) has pointed out, "genetic competition is, strictly speaking, a contest for resources—the means to reproductive success. But humans pursue these means largely as ends, and it is pleasurable to compete successfully. Consequently, high rank and its associated privileges are often pursued for their own sake—for the sheer pleasure of success." Durkheim stressed that human wants are insatiable. The more people have, the more they want, and thus the competition for status and rank is a self-enhancing process. Once allowed a certain breathing room, a certain freedom from constraints, it can elaborate itself seemingly endlessly. As Randolph Nesse (1994; cited in Somit and Peterson, 1997) has suggested, it is often possible for humans to get enough of the basic necessities of life (food, water, shelter, etc.), but they seem to have great difficulty getting enough status. Michael Hammond (1998) argues that in the ancestral environment status striving and resource acquisition would have been capped at relatively low levels, but once humans began to settle down and strive more energetically for status and resources they became caught up in a situation in which "more is not enough." It became necessary, in a psychological sense, for people to run faster and faster (i.e., strive harder and harder for status and resources) just to stay in the same place.

I contend that the evidence for all of these claims is extremely strong. All four of Alice Rossi's four criteria for suspecting a biological basis for a behavioral pattern are met. Social hierarchies are universally found in human societies (even though in some societies they are only minimally developed), they are widely found in the animal world (especially in our closest relatives, the nonhuman primates), dominance and status-oriented behavior is found in young children prior to major socialization influences, and such behavior is closely associated with one or more physiological attributes (in this case, neurochemicals). Pierre van den Berghe (1978:40-41) notes the virtual universality of hierarchy among primates and points out that we [humans] are like some other primates and unlike others. Most of the lower primates, like lemurs, and some of the higher ones, like gibbons . . . , show very little dominance behavior. However, the predominantly terrestrial primates, like baboons and macaques, form, like ourselves, strongly hierarchical societies with sharp status differences between various age and sex groups, and even among adult males, and among adult females.

Those monkey societies are hierarchically organized for defense against predators. As the band forages in open country . . . the subordinate males act as sentinels on the periphery.
the females and the young are in the middle, and the oligarchy of dominant males stays on the alert at or near the center prepared to jump into the fray, to cover the retreat, and to bear the brunt of the fighting if the need arises.

Returning to the human situation, a variety of ethological studies of young children, and in some cases even of infants, suggest that dominance- and rank-oriented behavior are found before major socialization influences have had much chance to take effect. A number of studies have reported dominance orders among infants (e.g., Bakeman and Brownlee, 1982; Missakian, 1980; Strayer and Trudel, 1984). One such study (Russin and Waite, 1991) focused on eleven- to sixteen-month-old infants in a day care group and was able to identify high-, middle-, and low-ranking subgroups. Dominance was also related to imitative behavior, with high-ranking infants being imitated more than low-ranking infants. Omark and Edelman (1975) studied kindergartners through third graders in a middle-class private school and queried children in regard to their perceptions of other children. Specifically, the children were asked their perceptions concerning which children were the toughest, smartest, and nicest. From the first grade on, children were in greatest agreement in terms of which children were the toughest. Omark and Edelman (1975:104) comment that relations concerning toughness “seem to be among the first comparisons between self and others that are remembered. These results suggest that toughness is an important dimension in children’s early social structures, and may have a significant effect on the way that first learn to conceptualize the world.” Weisfeld, Omark, and Cronin (1980) followed two cohorts of boys between the first and ninth grades, assessing them for toughness, dominance, leadership, and popularity. In both cohorts toughness was highly correlated with the other traits, dominance in particular, and this correlation remained stable over time. The authors concluded that dominance in boys is a highly stable trait that is based mainly on physical characteristics, and that it leads to the acquisition of resources (including females) and opportunities to exercise leadership. They were struck by the consistency between these findings and the findings of ethological studies of other mammals. They assert (1980:214):

What does seem to be of prime importance in the present study is that males of our species negotiate a critical, or sensitive, period from about 4... to 7 years of age. During this period they (1) become competitive with their peers, (2) become more muscular, (3) acquire the cognitive capacity for transitive reasoning necessary for comprehending rank orders, and (4) begin to experience pride or shame when they succeed or fail.

Barbara Hold (1980) has attempted to determine the extent to which these findings stand up cross-culturally. Hold looked for similarities in the behavior of German and Japanese kindergartners and G/wi San children of comparable age. She found that the children in all three cultures sorted themselves into dominance hierarchies; some G/wi children, just like German and Japanese children, sought the limelight. In all three cultures a select few children were the center of attention and these children were very frequently imitated by lower-ranking children. High-ranking children were much more likely to initiate activities than were lower-ranking children. Two important differences between G/wi children on the one hand and German and Japanese children on the other were that G/wi children did not try to dominate or manipulate other children, and that the G/wi rank order seemed to be less rigid than the German and Japanese rank orders. These differences probably result from the fact that among the G/wi egalitarianism is stressed and strongly policed because of the particular exigencies of the G/wi economic situation.

Daniel Freedman (1979) has shown that height is an extremely widespread, probably universal, indicator of social status (cf. Brown and Yü, 1993; see L. Ellis, 1994a, 1994b, for a review of studies on body size and status among animals and height and status among humans). In a study carried out by a university marketing professor, 140 job recruiters were asked to choose hypothetically between two applicants for a sales position. The only difference between the applicants was that one was 6’1” tall and the other 5’5”. It was found that 72 percent chose the taller applicant, 27 percent had no clear preference, and a mere 1 percent chose the shorter applicant. Freedman points out that being short poses a difficulty for men because it appears to be an automatic sign of subordinate status. In American elections for the presidency, the taller man has won the election nearly every time. Throughout Africa it is the taller tribes who are dominant over the shorter tribes. In Nigeria the tall Fulani have long ruled neighboring groups despite being a numerical minority. The very tall Masai have been the most feared warriors of East Africa, and in Rwanda and Burundi the tall Tutsis have long dominated and looked down upon the short Hutus. In Russia and England height and social status have long been highly correlated, “with a full head separating the Oxford working class and the Oxford dons” (Freedman, 1979:90). It is noteworthy that in many horticultural societies the term for a man of high social rank is often a word that means “big man” (Brown and Yü, 1993). There is a widespread, possibly universal, tendency for smaller individuals to be intimidated by bigger individuals. Pierre van den Berghe (1974) points out that throughout the world submission is expressed by individuals’ bowing or crouching. In many highly stratified preindustrial societies, commoners threw themselves prostrate on the ground when powerful rulers visited their villages.

Sociologists are apt to claim (and some have claimed—cf. L. Ellis, 1994a) that the causal relationship between height and status is the reverse of what is being claimed here, i.e., that it is greater status that causes people to be taller because, among other things, people of higher social status enjoy better nutrition. In many highly stratified societies, higher-status persons do generally enjoy better nutrition, but this can explain at best only a small portion of the height-status relationship. Lee Ellis (1994b) reviews studies showing that about 90 percent of the variance in human height is due to genetic factors rather than social environment. This can be illustrated by the fact that blacks in the United States are slightly taller than whites despite their lower social status. Moreover, in egalitarian band and tribal societies height and social status are related just as they are in highly stratified agrarian and industrial societies. Since band and tribal societies usually do not have inequalities in nutritional intake, social status differences cannot be causing differences in height.

It appears that the relationship between social status and height in individuals is closely paralleled by a relationship between social status and the physical elevation at which people live. In their study of a medium-sized Midwestern city, Hoiberg and
Cloyd (1971) found an average correlation of .76 (Pearson r) between social status and elevation. They explained this relationship in terms of "the symbolic cultural definition given to the entire concept of height. Such a symbolic meaning can be crudely displayed through the popularity and meaning of such sayings as 'top drawer,' 'high man on the totem pole,' 'top dog,' etc." (1971:71). I do not object to such an interpretation so long as it is not taken to mean that such a symbolic definition is floating free from biological realities. It is likely that every society has the linguistic equivalent of "top dog" because the mental association between height (or elevation) and social status is part of the wiring of the human brain. Hoiberg and Cloyd studied only one community in one society, but I would predict that physical elevation and social status are positively associated in every society, or at least in the vast majority. (I suspect there are studies on this, but I have not yet encountered any.)

If the tendency toward status striving and hierarchy is rooted in the human biogram, as I am claiming it is, then there must be biochemical indicators of such. Can we identify hormones or other chemicals that are responsible for status striving? The answer is a clear yes. Testosterone has long been linked to aggressive, competitive, and dominance-oriented behavior (see Mazur and Booth, 1998, for a review of the evidence), but the neurotransmitter serotonin would appear to be a much better candidate. Research linking serotonin levels to dominance behavior in vervet monkeys (McGuire, 1982; McGuire, Raleigh, and Johnson, 1983) quickly led to research of the same nature on humans by Douglas Madsen (1985, 1986, 1994) and others. In an early study, Madsen (1985) found substantial correlations between men's blood serotonin levels and certain personality characteristics. Men who were highly driven and who had aggressive, competitive, and hard-charging personalities had substantially higher levels of serotonin in their blood than individuals low on these personality characteristics. In a second study, this time experimental, Madsen (1986) divided his subjects into groups with high, average, and low levels of blood serotonin. His major finding was that the high serotonin group showed a very different physiological response to a competitive situation than the average and low serotonin groups. The cortisol levels of the high serotonin group soared in response to the onset of actual competition, whereas no such effect was observed in the other two groups. This led Madsen (1986:268) to say that "the high serotonin individuals are indeed a special lot. A behavior pattern which has been tied to WBS [whole blood serotonin] only through questionnaire data has now been given striking physiological representation. The dynamics of the best understood of the plasma hormones here presented, cortisol and epinephrine, reflect for the high WBS group precisely the kind of internal response that one would expect from aggressive competitors in the context of rivalry." In a third study, Madsen (1994) looked at the relationship between serotonin levels, social rank, and aggressiveness in a game-playing situation. The serotonin levels of individuals who played the game in a nonaggressive way declined as their perceived social rank rose. However, the serotonin levels of individuals who played the game aggressively rose as their perceived social rank rose. Thus, for the nonaggressive individuals serotonin levels are negatively correlated with social rank, whereas for the aggressive individuals serotonin levels are positively correlated with rank. Madsen (1994:156) comments that the "aggressive themselves are a fascinating group. Seemingly classic Machiavellians, they provide a close fit with the politician of popular imagination: ambitious, self-centered, and when it comes to moral questions, a little fast and loose. If the aggressive-manipulative style enhances the likelihood of real-world political success (which is, of course, unproven), then the dominant figures in our major social arenas may in fact show the elevated blood serotonin predicted by the animal model."

Serotonin levels are also known to play a major role in another form of human behavior, viz., depression. Individuals suffering from major depression are frequently seen to have low serotonin levels, and many of the major antidepressant drugs now available are designed to increase these levels. Interestingly, a psychiatrist who had been treating some of his depressed patients with Prozac soon after it became available noticed that the drug not only lifted their depression but also brought about actual personality changes (Kramer, 1993). The most pronounced change was to turn very reticent individuals, some of whom were painfully shy, into much more confident individuals. Confidence is undoubtedly related to the extent to which individuals will strive for success, and thus to eventual social rank. This is further evidence of an important link between serotonin and status seeking. Moreover, research by Michael McGuire and colleagues (reported in Madsen, 1986) has shown that nondominant vervet monkeys treated with fluoxetine (the chemical name for Prozac) moved into the dominant position in their respective groups.  

THE SOCIAL AND CULTURAL ELABORATION OF HIERARCHIES

The question now concerns how this human tendency toward hierarchy gets translated into actual systems of inequality and stratification. Jerome Barkow (1992) presents an argument that dovetails beautifully with the theory and massive evidence presented by Gerhard Lenski in his well-known book Power and Privilege (1966). Barkow claims that there are three human psychological traits that make it possible for humans to generate stratification under the appropriate conditions. These are the pursuit of high social rank, nepotism, and the capacity for social exchange. Barkow explains how these work together (1992:634; cf. P.A. Green, 1995:68-69, 74-75):

Individuals seek high relative standing. They engage in social exchange with others in order to achieve and maintain such standing and to transmit it to their children and other close kin. These tendencies are presumably universal. In some societies, however, there is some surplus production. High relative standing automatically would tend to involve some control over that surplus. The social exchanges through which individuals maintain their high status now have a strong economic component. Enter nepotism. Those who achieve high standing and control over resources seek to transmit these advantages to their offspring and to other close kin. Social exchange facilitates that transmission, too, as reciprocal altruism merges with kin altruism so that members of the elite aid one another's children. Among themselves, the higher ranking favor exchanges that eventually cement themselves and their families (despite rivalries) into coherent, self-interested elites or upper classes. These elites favor their own close kin while striving to reduce or eliminate competition from the progeny of the lower strata, producing barriers to social mobility. Thus, whenever a society achieves a relationship among its population density, environment, and technology such
that surplus production of food and other goods reliably results, the psychology of our species makes it very likely that social inequality and, eventually, social stratification will soon follow. . . .

Note that until fairly large-scale societies existed, with accumulated surpluses of resources, the extent to which parents could ensure the future standing of offspring and other close kin was strictly limited. . . . But once we have an increase in societal scale and technology such that there is a possibility of control over some resource, or a surplus of production, then the tendency toward nepotism means that parents will strive to transmit that control or surplus to their offspring (and grandparents to grandchildren).

Systems of inequality and stratification thus represent the social elaboration of a basic innate tendency toward rank and dominance. Stratification emerges and becomes increasingly complex and elaborate when societies grow larger in scale, become more technologically advanced, and begin producing large economic surpluses, and these conditions themselves emerge as responses to population pressure, changing patterns of land tenure, and changing forms of political organization. Stratification is inherent in the human condition, but it is only a latent rather than an actual possibility until the necessary conditions develop. Let us trace out the changing patterns of inequality and stratification throughout the long process of social evolution. (Much of the evidence reviewed below comes from Lenski, 1966.)

With some important exceptions, hunter-gatherer societies are unstratified because in these societies it is uncommon for any individual to have the capacity to deprive others of access to the resources of nature that sustain life and well-being. Usually there are no wealth differences, and social strata or classes seldom exist. Inequalities of prestige or social influence do exist, however, and are typically based on such factors as age and sex. The possession of certain personal traits is also generally a basis for the acquisition of prestige. Men who show special courage, who are thought of as especially wise, or who are particularly skilled hunters are usually highly esteemed. Despite the absence of wealth differences or class distinctions among most hunter-gatherers, it is clear that a tendency toward stratification is present and will emerge when the right conditions are there. One of these conditions is the existence of an economy or environment productive enough to allow for the accumulation and storage of foodstuffs. Alain Testart (1982) has shown that there are some very important differences between hunter-gatherers who store food and those who do not. Storing hunter-gatherers are usually sedentary and have high population densities, and a more individualized or privatized pattern of ownership has often emerged among societies of this type. Using a representative sample of forry hunter-gatherer societies, Testart found that 80 percent of the food-stores were stratified compared to only 7 percent of the nonstoring societies. The classic examples of stratified hunter-gatherers are many of the Indian tribes inhabiting the northwest coast region of North America. This region of the world is characterized by exceptionally rich environments that have permitted high-density, complex societies to be supported. Many of these societies developed elaborate stratification systems characterized by ruling chiefs who were obsessed with social rank and the pursuit of prestige.

It appears that a number of prehistoric hunter-gatherer societies (about 12,000 to 10,000 years ago) had become stratified or at least were characterized by marked dis-


tinctions of status or rank. Paul Mellars (1985) has uncovered evidence of complex hunter-gatherer societies with apparently high levels of population density in late Upper Paleolithic southwestern France. Mellars suggests that these societies had begun to exploit a much wider range of food resources than in earlier times, probably as a result of the economic stress produced by population pressure. The archaeological sites show evidence of specialized craftsmen and grave goods that suggest the existence of significant social ranking. Like the Northwest Coast tribes, these were densely populated societies living in regions of abundant resources that had adopted the practice of food storing. In general, I think that prehistoric hunter-gatherers were more likely to be stratified, and some of them highly stratified, than contemporary hunter-gatherers. The latter have generally been found in environments poor in resources compared to most of the environments that prehistoric hunter-gatherers would have occupied (Dickemann, 1975), and thus hunter-gatherers in today's world have generally been unable to be productive enough to allow the emergence of true stratification.

Simple horticultural societies, like hunter-gatherers, are usually characterized by social inequality in the absence of stratification. However, prestige differences in simple horticultural societies are often much more pronounced than they are among hunter-gatherers. Simple horticultural societies are often good examples of what Fried (1967; 109) has termed a rank society, or one in which positions of valued status are somehow limited so that not all those of sufficient talent to occupy such statuses actually achieve them (1967; 109). In many simple horticultural societies, a few hard-working and ambitious individuals are able to produce enough from their gardens and animal herds to hold large feasts, and individuals who repeatedly demonstrate their ability to hold successful feasts come to be held in considerable respect and accord a great deal of prestige. As discussed in the last chapter, in many of these societies, especially those in Melanesia, such persons acquire the status of "big men" (Harris, 1977). Big men typically have many rivals who want to oust them from their positions of high rank. Big men accumulate wealth, but their status is gained by generously distributing it rather than keeping it for themselves. Among the Siuai of Bougainville in the Solomon Islands, for example, the most successful feast givers have praise heaped upon them and are usually deferred to. As Douglas Oliver (1955: 401) comments, among the Siuai, big men "are usually spared menial jobs; others fetch water for them, and climb palms to get coconuts and areca nuts for their refreshment. Boisterous talk usually becomes quieter when a leader approaches, and boys leave off rough-housing. In fact, one of the sternest lessons impressed upon a child is to stay away from a leader, or else remain quiet in his presence." Moreover, "few people would assume enough familiarity with him to place a friendly hand on his shoulder—a common gesture among equals."

It is with the shift to more intensive or advanced horticultural societies that we most commonly see the emergence of stratification. Intensive horticultural societies frequently exhibit hereditary strata or classes, the true mark of stratification. Many of these societies contain three main social strata consisting of chiefs, subchiefs, and commoners. The differences among these strata involve differential access to the basic resources of nature, which for Fried (1967) is what separates systems of stratification from systems of mere inequality. The strata are distinguished by differences of social rank, power, dress and ornamentation,
consumption patterns, involvement in economic production, availability of leisure time, and general styles of life. Stratification systems of this sort have been found among many advanced horticultural societies in sub-Saharan Africa as well as among a number of the precontact societies of Polynesia, Hawaii in particular (Sahlins, 1958). Hawaii before the arrival of the Europeans was divided into three main strata consisting of high-ranking chiefs and their families, stewards who managed local or regional domains of a chieftain, and a very large class of commoners. The highest ranking or paramount chief was thought to be divine and a series of elaborate taboos existed concerning contact with him. No one could let his shadow fall on the paramount’s house or possessions, wear his robe, or enter his house ahead of him, and commoners were even prohibited from touching anything used by the chief. When in his presence others were required to lie prostrate on the ground. A paramount chief exercised strong control over the use of land and could evict commoners from land for any number of reasons. Persons of high status could call upon lower-status persons for the performance of various labor services, and commoners could be killed for failing to comply with a demand for their labor. High chiefs and their families took no part in the production of daily subsistence and consequently often been considered a kind of primitive “leisure class.”

Although they are often highly stratified, advanced horticultural societies have been permeated nonetheless by what Lenski has called a “redistributive ethic.” Chiefs or kings were expected to be generous and their popularity could sharply decline if they were not. As Lenski (1966:165) has noted with respect to some African advanced horticultural societies, “On great public occasions [the king] is expected to slaughter many of his cattle and provide beer and porridge for all who gather at his village. He lends cattle, supports destitute widows and orphans, sends food to sick people and newly confined mothers, and in time of famine distributes corn from his own granaries or, if this is insufficient, purchases supplies from neighboring groups.” But with the transition to agrarian societies, with their much more intensive systems of economic production, the limitations formerly placed on the stratification system were lifted. The redistributive ethic essentially disappeared and there emerged a much more extreme form of stratification in which most of the population was thrown into a condition of poverty and social degradation. The gap in power, privilege, and prestige between the dominant and the subordinate classes was immense.

Agrarian stratified orders were complex and often contained numerous strata. At the top was an elite that consisted of the political ruler and his family along with a landowning class. Below this was often a tenant class, which consisted of functionaries who directly served the elite and performed a wide variety of administrative tasks; a merchant class; a class of religious functionaries or priests; a class of artisans or craftsmen; and, at the very bottom, a class of dependents, or people who relied largely on illegitimate or illegal means of support, such as thievery or prostitution. Despite this complexity, however, in nearly all agrarian societies the landowners and the peasantry constituted the most important social classes in the sense that it was their relationship that made the wheels of their economy and society turn.

The ruler in agrarian societies officially stood at the political head of society. What Lenski calls the governing class was normally composed of the principal owners of land. However, both the ruler and the governing class tended to be both major landowners and major holders of political power, and these two segments of the politico-economic elite were usually closely linked. This elite constituted only a tiny fraction of the population—perhaps no more than 1 or 2 percent—but it may have controlled anywhere from half to two-thirds of the total wealth. Agrarian societies generated huge economic surpluses, the bulk of which usually ended up in the hands of the politico-economic elite. Elites often developed an elaborate status culture and set of values and beliefs that were designed to distinguish them sharply from subordinate groups. In the Chinese gentry, for example, the “emphasis was on the idle, highly-cultivated man; status markings, such as wearing long fingernails to indicate remoteness from manual work, were used. The content of Chinese high culture thus developed great subtlety of tastes. Out of this situation came the high aesthetic standards of Chinese arts, cuisine, architecture, and furnishings” (Annett and Collins, 1975:178). And consider also the behavior of members of elites in early modern Europe (Annett and Collins, 1975:179):

Courts became places of considerable enforced leisure. Large numbers of ladies and gentlemen were obliged to spend a great deal of time waiting upon the king, and developed means of while away the hours. Conversation became an art form with elaborate emphasis on politeness and topics of respectable entertainment. It is at this time that verbal taboos began to develop, especially taboos on the vulgar language of the people. Particularly at the court of Louis XIV in the seventeenth century, great emphasis was placed on elaborate mutual bowings and curtseying, flowery greeting and farewell rituals, and polite inquiries after one’s health. The correct style of conversation kept politics and other business for the background, while entertaining conversation came to consist of bon mots and flowery compliments, clever discussions of personalities and love affairs. At Versailles, the mastery of trivial details of etiquette and an elaborate secret language of hints and catchwords could make or break careers.

In most agrarian societies the largest social class by far was the peasantry. Peasants’ economic situation was for the most part a miserable one, although just how exploited they were varied greatly from one place and time to another. Peasants everywhere were subjected to taxation, which varied from as little as 10 percent to as much as 70 percent of the crop. Peasants were also normally subjected to forced labor, being required to provide a certain number of days of labor either for their landlord or for the state. In medieval Europe, for example, peasants were required to work on their lord’s demesne, or home farm, several days every week. In addition to their severe economic deprivation, peasants occupied a very low social status in all agrarian societies, a huge gulf separating them from the elite. Peasants were regarded as extreme social inferiors, often being considered less than fully human.

It is clear that the system of inequality or stratification is very closely related to a society’s stage of technological development. Hunter-gatherer and simple horticultural societies are seldom stratified, intensive horticultural societies are much more likely to exhibit stratification, and agrarian societies are by far the most highly stratified of all preindustrial societies. However, with the transition from agrarian to industrial societies within the last two hundred years there has occurred what Lenski (1966) calls a “historic reversal” in the relationship between stratification and technological development.
Industrial societies appear to be less stratified than their agrarian predecessors. The main line of evidence that Lenski uses to support his claim has to do with the proportion of total wealth claimed by the dominant class in agrarian and industrial societies. He estimates that in agrarian societies perhaps as much as 50 percent of the total wealth was claimed by the dominant class, whereas in industrial societies this proportion has been reduced to about 25 percent. Also, in modern industrial societies there has been a diffusion of wealth throughout the population and the creation of large middle and working classes that enjoy an extremely high standard of living in comparison to the largest social class in agrarian societies, the peasantry.

Nevertheless, industrial societies, especially industrial capitalist societies, are still very highly stratified. One way of assessing the degree of stratification in industrial capitalist societies is by looking at income inequality, especially the proportions of total national income claimed by the top and bottom income quintiles. Kevin Phillips (1990) has reported the following figures for several major capitalist societies in the late 1970s and early 1980s: United States, 12.1; France, 9.1; Canada, 9.1; Britain, 8.1; West Germany, 5.1; Sweden, 5.1; Netherlands, 5.1; and Japan, 4.1. These figures suggest not only that industrial capitalist societies are highly stratified, but that they differ significantly among themselves.

Industrial capitalist societies have a class structure that looks more or less like the following (Rossides, 1976). There is an upper class, called by Marxists a bourgeoisie or capitalist class, whose members possess great wealth and power. This class probably constitutes no more than about 1 or 2 percent of the population. Its members occupy the top positions in corporations, banks, insurance companies, etc., and enjoy extremely high prestige. There is an upper-middle class, constituting perhaps 10 percent of the population, whose members are primarily successful business managers, members of the learned professions, and high-level civil and military officials. The members of this class generally earn very high incomes and are able to accumulate substantial wealth. They enjoy very high prestige. Below this class is a lower-middle class that comprises perhaps 30 percent of the population and includes mainly small businessmen, lower-level professionals, and sales and clerical workers. The members of this class receive moderate incomes and enjoy moderate prestige. The largest social class in industrial capitalist societies is the working class, which may constitute anywhere from 40 to 60 percent of the population. Its members are skilled, semiskilled, and unskilled manual and service workers. The incomes received by the members of this class are relatively low in comparison to those of higher classes. There is usually a lower class in industrial capitalist societies, although its size varies markedly from one society to another. It may consist of as much as 20 percent of the population in Britain and the United States, but its proportions are much smaller in most other industrial capitalist societies (on the order of, say, 5 percent). The members of this class are people whose lives are very economically marginal. They are chronically unemployed or underemployed, frequently suffer from acute economic distress, and have extremely low social prestige.

State socialist societies emerged earlier in this century as an alternative to industrial capitalism. One of their explicit aims was to eliminate the capitalist class struggle and create a "classless" society. What happened, however, was the creation of a new kind of class society rather than a society without classes. This failure to create a classless society despite revolutionary changes in who owned the means of production is, I would argue, strong support for the claim that the tendency toward social hierarchy is an innate and fundamental part of what it means to be human.

The class structure of the old Soviet Union, the leading exemplar of state socialist society, can be delineated approximately as follows (Parkin, 1971):

- the white-collar intelligentsia
- skilled manual workers
- lower-level white-collar workers
- unskilled workers
- peasants

Frank Parkin (1971) has regarded the main class division as that between the intelligentsia and everyone else, and it is clear that the intelligentsia as a whole has been a highly privileged class. This class, comprising roughly 20 percent of the population, has generally consisted of university-educated managerial and administrative workers in the Soviet state and state corporations. Its members have enjoyed more privilege and prestige than the members of other social classes. They have received higher incomes (which have included bonuses and special wage supplements), access to the best housing, opportunities to travel abroad, and the use of official cars and other forms of state property. They have also been highly successful in guaranteeing places for their children in the best schools and universities. However, the real elite in Soviet society has been a tiny segment of the intelligentsia known as the nomenklatura, the closest thing in the old Soviet Union to a capitalist haute bourgeoisie. It has been by far the most privileged of the privileged class.

It is true that the Soviet Union and other highly industrialized state socialist societies created a more egalitarian income distribution than what has been found within industrial capitalist societies (Lane, 1971; Slama, 1978, cited in Kornai, 1992), and it is true that the state socialist societies for a time created levels of upward social mobility exceeding those of capitalism (Parkin, 1971; Giddens, 1980; Yanowitch, 1977). It is also true that the Soviet bureaucratic elite has been different in nature and composition from a capitalist bourgeoisie (Lane, 1971). These differences between state socialism and capitalism indicate that the nature of the economic structure is surely an important determinant of the stratification system. However, the fact that state socialism has continued to have a privileged elite with an abiding interest in passing along its advantages to its offspring seems to confirm the bioculturalist concep-
for example, and have been exceptionally ostentatious with their new wealth (Zaslavsky, 1995). Once the lid was lifted, things began to change very rapidly. In postsocialist society the primal urge toward hierarchy seems to be taking full advantage of the new possibilities.

THEORETICAL AND EMPIRICAL REPRIZE

The evidence, then, shows that humans invariably take advantage of whatever opportunities exist in order to display dominance, rank, and status-oriented behaviors and to accumulate wealth. To me, this strongly suggests an innate tendency toward hierarchy that interacts in complex ways with several crucially important conditions such that social hierarchies become progressively more elaborate and extreme as societies evolve in other respects. As mentioned earlier, the most important of these conditions appear to be changes in population density, changing forms of land tenure, technological advance, increasing economic productivity, and changing forms of political organization. However, exactly how these variables are related to the progressive growth of stratification is a matter of some uncertainty.

One of the best-known attempts to explain hierarchies in social evolutionary terms is Lenski’s (1966) ecomaterialist theory. Lenski starts with precisely the same assumption I have been arguing for. Humans will share with each other to the extent that this sharing is necessary or beneficial to themselves, but when conditions change such that sharing is no longer needed, or such that they can do better by not sharing, then people will tend to hoard and to compete, to struggle against one another rather than to cooperate. We recognize such sharing, of course, as reciprocal altruism. Lenski argues that the most important condition undermining cooperation and sharing is technological advancement. As societies improve their subsistence technologies, their economies become more productive. Economic surpluses emerge, and these surpluses grow larger as the technology advances. Wealth now exists and expands and accumulates. As the pig gets bigger, people compete with each other more and more vigorously for larger and larger shares, and thus stratification intensifies.

I call Lenski’s theory a surplus theory because it makes struggles over the economic surplus the key to stratification. However, this theory makes what seems to me an unwarranted assumption: When technology makes surpluses possible, people will start producing them. That seems to me the all-important Law of Least Effort that is a fundamental grounding assumption of Darwinian conflict theory. Since, other things equal, people try to expend as little time and energy making a living as possible, what would lead them to produce an economic surplus? One possibility is economic. Horticulturalists may want a safeguard against drought and famine, and thus may produce enough food to store away in time of need (Harris, 1975). Hunter-gatherers living in bountiful environments may store food for similar reasons. But most importantly, I think the major human motive lying behind surplus economic production is political compulsion. At some point, some people get themselves into a position by means of which they can compel other people to work for them and produce substantial quantities of storable food. And I think that what gets people into this position is some sort of shift in land tenure, some sort of movement toward private landownership. Some people get control of a lot of land, others get control of much less (or none), and those who control the most can begin to control decisions about how the land is used, including in particular how hard people can be forced to work and how much surplus they are expected to produce. Once this happens, a threshold has been crossed, the threshold marked by Fried’s “differential access to resources.”

I call this alternative ecomaterialist theory a scarcity theory to distinguish it from Lenski’s surplus theory (Sanderson, 1995a). It has been put together from suggestions made by Michael Harner (1970), Morton Fried (1967), Richard Wilkinson (1973), and Rae Lesser Blumberg (1978). In terms of a linear chain of causation, the scarcity theory says that population growth and resultant population pressure lead to increased land scarcity, that increased land scarcity leads to increased competition and struggle for the control of land, and that at some point land begins to be controlled in an unequal fashion. Differential access to resources has emerged. Some people can now compel others to begin producing economic surpluses and to relinquish them. Technological advance is also a part of this process, being dictated to a large extent by population pressure. All of these variables change together as parts of a package. Technological advance allows for increased economic productivity, and thus bigger and bigger surpluses can be extracted from the primary producers. Underlying the whole chain is the insatiability of human wants: As people get more, they want more, and so stratification feeds on itself over time and becomes both self-perpetuating and self-enhancing. As the lid gets lifted, the possibilities become greater and greater. People can never have enough wealth or enough status once they start to pursue them vigorously.

In order to shed more light on these two interpretations of the evolution of stratification, I have attempted to supplement Lenski’s qualitative analyses with quantitative analyses of data from the Ethnographic Atlas and the SCCS. From the Atlas I selected the variable “class stratification” (categories = egalitarian, wealth distinctions only, elite, dual, complex) as the dependent variable and ran it against three independent variables: subsistence type, stage of political evolution, and mean size of local communities. Subsistence type was correlated at $r = .409$ with class stratification, but it mostly washed out when the other variables were controlled. Stage of political evolution correlated with class stratification at $r = .657$ and community size correlated at $r = .650$. When all of these variables were entered into a multiple regression analysis, they collectively explained 51 percent of the variance, with community size and political stage contributing about equally and subsistence type contributing very little. A second regression analysis was run in which several more specific subsistence variables were substituted for subsistence type: percent dependence on gathering, percent dependence on hunting, percent dependence on agriculture, and percent dependence on animal husbandry. These subsistence variables, along with community size and political stage, explained 59 percent of the total variance in class stratification, and political stage was by far the most important predictor.

The SCCS contains an additional stratification variable, “social stratification” (categories = egalitarian, hereditary slavery, two social classes, two social classes + caste and...
slavery, three social classes or castes), that seems to be slightly more sensitive than “class stratification.” This variable was entered into a multiple regression analysis with four independent variables: subsistence type, community size, political stage, and population density. All of these variables were moderately to strongly correlated with social stratification, but only political stage remained strong when the effects of the other variables were removed (zero-order \( r = .770 \), partial \( r = .597 \)). Community size, political stage, and subsistence type collectively explained 62 percent of the variance in social stratification, and political stage explained most of this.

These analyses strongly suggest that the emergence and evolution of social stratification is a political process. The fact that subsistence technology is correlated with stratification but largely washes out when the other variables, especially political stage, are controlled suggests that a higher level of subsistence technology is only an enabler of stratification. It permits the development of the conditions necessary to stratification (an economic surplus, and all that), but by itself it is not a cause of stratification. For stratification to emerge and become elaborated, power differentials are necessary to turn possibility into reality. This makes sense, but can we make political stage an independent variable to stratification? Theoretically (i.e., from the perspective of Darwinian conflict theory), I have been thinking of political stage as a dependent variable and stratification as an independent variable. Perhaps politics and stratification are related such that each ratchets the other up throughout social evolution. The variables could be co-determining each other.

Are these findings compatible or incompatible with my scarcity interpretation of the emergence and evolution of social stratification? They appear to be compatible. For one thing, that interpretation views stratification as a political process. Population pressure sets everything in motion, but it is only significant if it leads to changes in land tenure and the economic and political power that flow from those changes. This is what the data suggest, for in the SCCS population density is correlated with stratification (\( r = .526 \)) but largely washes out when other independent variables are controlled (partial \( r = .052 \)). Like the level of subsistence technology, population pressure appears to be only an enabler of stratification rather than a true cause of it.

The scarcity theory is actually very similar to an argument put forth by Richard Lee (1990), a Marxist anthropologist, except that Lee would certainly reject the bioculturalist side of the argument. Lee has nominated population growth as the variable setting the evolution of stratification in motion. At some point this leads to (a) an increase in population density, which leads to (b) a relative decrease in per capita resource availability, and therefore a decreased case of subsistence, which leads to (c) an increase in societal scale and levels of production to meet increased demands, which in turn leads to (d) an increase in internal/external tensions.” In the following passage Lee tries to show how the leveling devices of hunter-gatherer societies get eliminated and replaced by increasingly severe forms of stratification (1990:244-45):

But leveling devices are not simply aspects of value orientation. They also operate on the material plane to prevent both accumulation and destitution. The underlying principles can be modeled as follows: visualize two horizontal parallel lines. The upper line is a ceiling of accumulation of goods above which an individual cannot rise, and the lower line is a floor of destitution below which one cannot sink. In the communal mode the ceiling and the floor are closely connected; one cannot exist without the other. No one can have too much, and if there is any food in the camp, everybody in the camp is going to get some of it. The obligation to share food and the taboo against hoarding are no less strong and no less ubiquitous in the primitive world than the far more famous taboo against incest. But unlike the incest taboo, which persists to the present, the hoarding taboo became a casualty of social evolution. One of the key developments of social evolution is the lifting of the ceiling of accumulation. Animal domestication represents such a shift. Instead of shooting the animal and eating the meat, one brings the beast into the settlement and it sits there as property. Once the ceiling is raised, the possibility of wealth differences emerges. Someone could have no goats while another person had one; and if no goats and one goat is possible, then so is one goat and ten goats, or one goat and a hundred.

So far we have spoken of raising the ceiling, but at a crucial point in the evolution of societies we observe the lowering of the floor. I don’t know exactly how that happens. In the communal mode if someone gets a little uppity, (s)he is leveled out. By the same token, those falling through the cracks are supported by the group. But when the floor is lowered, poverty for some becomes possible. The community safety net for some disappears. One of the elements of social evolution that is of great interest is how the cracks get wider. Do people fall through those cracks by neglect, or are they preyed upon? Does society devour itself by the rich preying on the poor? (In ancient Greece, as some people got wealthier, they first took the land of their neighbors, then they enslaved them.) The ceiling and the floor are dialectically connected.

In the modern world, both floor and ceiling have disappeared. There are billionaires in one area and mass poverty and starvation in others.

The only thing wrong with this argument, in my view, is that it begs the most important question of all: Why should the earliest forms of stratification ever have begun in the first place? Lee is certainly not assuming an organism with a hierarchical tendency of any sort, and that is where he goes wrong. He simply does not see the extent to which status competition is just below the surface (and not always that) of the least hierarchical societies. Lee’s human organisms have no real tendencies at all. But then whence that curiously nasty tendency for societies to become progressively more unequal with general social evolution? Doesn’t the existence of such a striking trend all over the world throughout both history and prehistory strongly suggest that there is a particular kind of organism there? I cannot see how any other conclusion is possible. If humans have no natural tendency toward rank and hierarchy, then why have those behaviors always emerged and intensified whenever conditions permitted? Social evolution has always run in the same direction all over the world. If we have no innate tendency toward hierarchy, then why didn’t some societies refuse it when conditions offered it? Why didn’t at least some human societies “just say no” to hierarchy?

A final question. Given the evolutionary trend toward greater stratification, why was there a reversal of this trend in the transition from agrarian to modern industrial societies? Lenski himself points to a number of factors but singles out the rise of democratic ideologies as the most important. With the rise of democratic ideologies, the many could combine against the few to help restructure society in their favor. Lenski is right; that is a big part of the picture. However, I would add that a certain logic of the capitalist economic...
system was at work as well. Despite Marx's predictions, capitalism did not collapse because of a massive crisis of underconsumption resulting from the increasing impoverishment of the working class. Capitalist industrialization created large and increasingly powerful working classes, and it was these classes that pressed hard for democratization because their economic interests were at stake (Rueschemeyer, Stephens, and Stephens, 1992). Systems of stratification are very sensitive to the underlying economies on which they rest, and they change as these economies change. Capitalism has led to a mass society, something that was unthinkable in agrarian societies, with their large oppressed and often dispossessed peasants. It is the rise of mass consumer capitalism that is also behind the enormous decline in status and deference cultures within the last century, and the emergence of a widespread egalitarian ideology, especially in the United States. Annett and Collins (1975:13) show that the general trend has been the decline of the old pretensions, the evaporation of the old collective conscience and its supporting deference rituals. Changes in styles of clothing, manners, conversation, and entertainment have been apparent since at least the 1940s. . . . the disappearance of the old formal party with its obliging host and array of servants, along with the high theatricality of evening dress; the bowing, hat-tipping, and polite titles of address giving way to a more intimate kind of intimacy; the neglect of old rituals of standing when women and superiors entered a room, and of the elaborate handshakings and introductions; the gossipy sociability that replaced the stiff aloofness and clearly marked ritual barriers of the traditional gentry style and the urban posturing of fashionable society.

Annott and Collins go on to identify a number of conditions associated with the rise of mass consumer capitalism that have caused this status and deference culture to disintegrate. These include the disappearance of servants with the emergence of mass-produced household appliances; increases in the financial resources of the working and middle classes that have allowed them to maintain a style of dress closer to that of the upper classes and, in general, to emulate upper-class culture; and the rise of television and, with it, the emergence of an entertainment culture for a mass audience.

**ADDITIONAL EVIDENCE**

Amotz Zahavi (1975), in collaboration with Avishag Zahavi (Zahavi and Zahavi, 1997) has introduced a new theoretical concept into neo-Darwinism, the Handicap Principle, which is to some extent a modification of sexual selection theory (G. Miller, 2000). Through the use of this principle the Zahavis hope to be able to explain a variety of features of animal anatomy and behavior. The idea was initially fiercely resisted by most evolutionary biologists when it was first introduced in the mid-1970s, but it is starting to win considerable acceptance. I am not sure how much it can explain—how wide-ranging its explanatory powers are—but it does appear to be the basis for a number of important insights.

The Zahavis use the Handicap Principle to explain such things as the elaborate plumage of peacocks. They reject the traditional explanation given by Sir Ronald Fisher many years ago, and widely accepted even today, that this is due to a runaway process of sexual selection. For them, the peacock's plumage is an honest signal, or one that, because of the burden—the handicap—it imposes on its bearer, genuinely signifies that he is of high quality and thus desirable as a mate. It takes a great deal of energy to grow a beautiful, long tail, and only healthy peacocks can do so. Moreover, peacocks hold their tails upright to show them off, and this takes strength, another sign of high quality. The Handicap Principle can also be put to use in understanding the relationship between predator and prey. When a gazelle stots to, say, a lion—jumps on all four legs simultaneously—it is showing the lion that it is too fast for the lion to catch it, thus giving the lion an honest signal of the gazelle's ability to escape. The Zahavis also suggest that animals may seek prestige by providing resources to others, thus signaling that they are of high quality. This applies to humans, as well, they think; people can, for example, show they are of high quality by wasting money in lavish displays. If they can waste money, they must have more than they need.

The Handicap Principle would seem to be almost tailor-made to explain such phenomena as big-man feasting and the famous potlatch practiced by many tribes that lived along the northwest coast of North America (Boone, 1997). The potlatch was an elaborate giveaway feast in which chiefs would invite neighboring chiefs to their villages to give property away. During their potlatches, Northwest Coast chiefs would attempt to shame rival chiefs by giving away large quantities of wealth and by ranting and raving about their own greatness. The more wealth they gave away, the higher their status and the greater the shame that was brought down on their rivals. The greatest act that a chief could perform was pouring oil on his house and burning it to the ground. In terms of the Handicap Principle, the chief who gave away his property and burned down his house was engaged in a form of costly signaling or a costly display: He was sending a message to other chiefs that he was so rich that these things didn't matter. He could easily recover from such losses.

Among group-living birds known as babbler, individual birds compete to stand sentinel for others and to feed others. The Zahavis make particular note of the fact that higher-ranking birds attempt to feed lower-ranking ones and vigorously resist being fed by them. The act of giving seems to be an honest or costly signal telling other birds that the givers are of high quality. "By investing for the good of the group," they say, "the dominant male shows off both his superiority and his willingness to give to his subordinates. This makes these subordinates less likely to leave and thus helps the dominant bird remain at the head of a large, strong group" (1997:142). There is a striking parallel between this behavior and the behavior of big men in horticultural societies. As we have seen, in these societies the only avenue to big man status is through generous giving to others. Even in advanced horticultural societies, chiefs are still expected to be generous and usually make a special point to be, often referring to themselves as "great providers" (Harris, 1977). In modern industrial societies philanthropic giving by the rich is a well-known fact, and such societies have been notorious for what Veblen (1934[1912]) has called "conspicuous waste" as a status-seeking mechanism. I am also struck by the fact that, as discussed in chapter 14, in a number of hunter-gatherer societies only a few men hunt and most of the meat the band eats is provided by these men,
Chapter 15

Social Hierarchies

ogy and culture are opposing rather than cooperating and interacting forces. Correlatively, he is also a relentless “culture vulture”: If something varies from one society to another, it can only be “because of the culture.”

3. It is this very ideology, in my judgment, an ideology that began to take shape in the 1930s, that has been responsible for the rise of the SSSM and thus the fervently antibiological stance of most modern social science. As egalitarianism has grown, the SSSM has become more deeply entrenched and opposition to biological explanations of human behavior increasingly rigid and hostile. For an insightful discussion of this point, see Degler (1991).

NOTES

1. There seems to be an important sex difference in status striving and resource acquisition. Although women certainly engage in these behaviors, they appear to be stronger in men. Why should this be? As already indicated, men need status and resources in order to attract mates, or where dowry exists, women do not particularly need either status or resources in order to attract mates. This may explain why men’s status striving and resource acquisition efforts are usually more prominent than women’s. The question might then arise as to why most women have an innate tendency to strive for these things at all. The answer is that status and resources do translate into greater reproductive success. Sarah Blaffer Hrdy (1999) has shown that Flo, the famous female chimpanzee studied by Jane Goodall, was able to use her high status to gain resources for her offspring and to protect them from attacks by other mothers. As Hrdy (1999:111) comments, “generalized striving for local clout was genetically programmed into the psyches of female primates during a distant past when status and motherhood were totally convergent.” Hrdy argues that, although the evidence is less clear, social status and reproductive success also appear to be closely linked in human females. In the ancestral environment “where there was no birth control, and where no female was ever celibate, there was no possibility that female rank and maternal reproductive success could be other than correlated” (1999:112).

2. Although admitting that prestige-seeking men like big men in horticultural societies may have a genetically predisposed desire for approval and recognition that is stronger than that of others, Marvin Harris (1989) denies that human biology contributes much to the formation of social hierarchies. Harris is critical of Thorstein Veblen’s (1934[1912]) argument that humans have an innate desire to feel superior and thus an innate desire to emulate the behavior of leisure classes and other high-status individuals or groups. Harris (1989:367) argues that “Veblen’s universal drive to emulate the leisure class presupposes that a leisure class exists universally, which is factually untrue. The !Kung, Semai, and Mehinacu get along quite well without manifesting any marked propensity to show themselves superior. Instead of boasting about how great they are, they belittle themselves and their accomplishments precisely in order to reassure each other that they are all equal.” But why should the !Kung, Semai, and Mehinacu need such reassurance if they have no natural desire to feel superior? If there is no such tendency toward status-seeking behavior, why do people spend so much time trying to make sure it doesn’t arise? It is of course true that humans have nothing as specific as an innate desire to emulate a leisure class, but Harris takes Veblen too literally. Instead of a specific desire to emulate leisure classes, what people have is a more generalized desire to emulate high-status individuals, whatever they may be like in any actual society. But the most serious problem with Harris’s argument is that he completely begs the question as to how leisure classes could ever come into existence in the first place. What Harris fails to see is that the formation of particular patterns of social stratification is always the result of the interaction between biological predispositions and a wide range of environmental circumstances. He is still stuck in the antiquated way of thinking promoted by the SSSM, viz., that bi-

a practice that seems to involve prestige seeking. This is the case for the !Kung, the Hadza, the Aché and the Meriam (Hawkes, 1993; Smith and Bliege Bird, 2000). The Handicap Principle, whatever its other uses, may thus turn out to provide special insight into the biology of prestige seeking in human societies. Research along these lines might be handsomely repaid (cf. Boone, 1998).
Politics and War

POLITICS AND THE STRUGGLE FOR POWER

Politics is the struggle for power or control, or, at the very least, for leadership. It is the struggle for dominance, and thus derives from the same basic part of the biogram as the struggle for status. Indeed, the two are inextricably intertwined. Lionel Tiger and Robin Fox (1971) describe political systems as “breeding systems” inasmuch as the struggle for dominance is, ultimately, the struggle for reproductive success. They go on to identify five basic principles of primate politics:

1. The males dominate the political system, and the older males dominate the younger males.
2. Females often have great influence in promoting the dominance of particular males, and their long-term relationships to these males are critical for the stability of the system.
3. The dominant males keep order among and protect the females and juveniles.
4. Cooperation among males is a critical feature of primate politics inasmuch as coalitions of bonded males act as units in the dominance system.
5. The whole structure is held together by the attractiveness of the dominants and the attention that is constantly paid to them by subordinates.

Tiger and Fox hold that all human political systems—aristocracies, oligarchies, plutocracies, tyrannies, despotisms, democracies, etc.—work according to these same basic processes despite their obvious differences.

In their book *Darwinism, Dominance, and Democracy* (1997), Albert Somit and Steven Peterson argue that humans have been built by biological evolution to favor authoritarian political systems. They note that throughout human history authoritarian political regimes of one type or another have been overwhelmingly the rule, and democracy has been rare. From the beginnings of human history some 5,000 years ago until the middle of the nineteenth century, they argue, only ancient Athens and Rome had governments that could be described as at all democratic. They produce a “short list” of contemporary democracies, and are able to come up with only 28 countries (they limit themselves to what they call “macro-nations,” or large states), or about 20 percent of the world’s 148 macro-nations. They also point out that the ratio of democratic to nondemocratic nations has remained about the same for the past 75 years.

Somit and Peterson offer a great deal of evidence to support their major claim. First, of course, is simply the overwhelming presence of authoritarian states of one type or another throughout human history. Second, they suggest that the masses are easily indoctrinated into political beliefs that favor ruling elites and that they have a striking willingness to obey. In addition to all this, they make much of the fact that the greatest philosophers throughout human history have rarely endorsed democratic modes of government. As they put it (1997:88):

> Our great philosophers . . . have been unanimous in their hostility to democracy. The point warrants repetition: from Athenian days to the present, no major Western philosopher has endorsed the proposition that public policy should be decided either by direct popular vote or by representatives chosen on the basis of anything approximating universal suffrage. Pericles, to be sure, eulogized Athenian democracy, but Plato’s and Aristotle’s assessment of rule by the majority ranged from the disparaging to the acutely hostile. Nor did their fellow Greek philosophers disagree.

> Neither did the Roman or medieval political theorists who followed. In fact, after the fall of Athens, “for more than 2,000 years nearly all leading minds . . . rejected [the idea of] popular government.” . . . Not until the English Levellers . . . circa 1640, will we find an attempt to justify government resting on the will of the many.

> There were, to be sure, prominent advocates of representative government—beginning, say, with Marsiglio of Padua and William of Occam in the fourteenth century, continuing with Nicolas of Cusa and his fellow Conciliarists, and then, in England continuing with John Locke and John Stuart Mill. With the exception of Mill, though, representative government was understood by its advocates as a system in which the representatives would be chosen not by a numerical majority but, in Marsiglio’s classic phrase, by the “prevailing part [of society], both their number and quality in the community being taken into account.” And Mill himself, rightly regarded as the preeminent advocate of representative government, was at best ambivalent about the merits of universal suffrage.

> What about Jean-Jacques Rousseau? The most one can say here, given the contradictory nature of much of his work, is that while he may have favored representative government, he did not believe in popular democracy, certainly not as we understand the term.

Somit and Peterson do not mention non-Western philosophers, but the situation is undoubtedly the same there, if not actually worse.

In regard to their point that the masses have a striking tendency to submit to authority, Somit and Peterson cite the famous research of Stanley Milgram (1974) showing the remarkable extent to which people will obey a person of authority even when it means causing serious pain to another individual. Milgram set up a series of experiments in which subjects were told that they were participating in a study of memory. Students were asked to sit in front of a contrived machine, which they were told was to be used for the administration of punishment in the form of electric shocks to a person, a
men are not solitary but function within hierarchical structures. In birds, amphibians, and mammals we find dominance structures ... and in human beings, structures of authority. 

The formation of hierarchically organized groupings lends enormous advantage to those so organized in coping with dangers of the physical environment, threats posed by competitors of the same species, and potential disruption from within. The advantage of a disciplined militia over a tumultuous crowd lies precisely in the organized, coordinated capacity of the military unit brought into play against individuals acting without direction or structure.

An evolutionary bias is implied in this viewpoint: behavior, like any other animal characteristic, has throughout successive generations been shaped by the requirements of survival. The organism because it led to the eventual extinction of the groups that displayed them. A tribe in which some of the members were warriors, while others took care of children and still others were hunters, had an enormous advantage over one in which no division of labor occurred.

A potential for obedience is the prerequisite of such social organization, and because organization has enormous survival value for any species, such a capacity was bred into the organism through the extended operation of evolutionary processes. I do not intend this as the end point of my argument, but only the beginning, for we will have gotten nowhere if all we can say is that men obey because they have an instinct for it.

Indeed, the idea of a simple instinct for obedience is not what is now proposed. Rather, we are born with a potential for obedience, which then interacts with the influence of society to produce the obedient man.

Somit and Peterson limit themselves to state-organized societies, but our knowledge of the main lines of political evolution also offers strong support for their argument (as well as for Milgram's), as we will see in the next section. The simplest societies certainly are not associated with authoritarian forms of political order, but the overwhelming tendency in social evolution is for authoritarian systems to develop once the conditions necessary for their existence have emerged. Once again it seems to be a matter of basic biological tendencies interacting with external conditions.

The existence of power elites in modern democratic societies is also strong confirmation of Somit and Peterson's major claim. Such social scientists as C. Wright Mills (1956), G. William Domhoff (1970, 1978, 1983, 1990), and Michael Useem (1984) have shown the extraordinary degree to which the most important decisions in modern American society are made by a very small number of very powerful people. Marxists (e.g., Miliband, 1977; Szymanski, 1978) have shown that the capitalist class, a tiny segment of the population, exerts an enormous influence over decision-making with respect to the economy. Indeed, C. Wright Mills argued in his famous book The Power Elite (1956) that the notion that the United States is a true democracy was actually so mythical that it was a fairy tale. This is not to say that the power elite theorists are right in everything they say, but simply that the reality of power elites is virtually undeniable.

Somit and Peterson argue that modern democracy became the major form of government in some societies in the modern world because of a variety of conditions. They list such things as a more egalitarian distribution of wealth, advanced education, urbanization, and a predisposing civic culture. Most of these are reasonable enough, although I would stress the first because it is the one most compatible with Rueschemeyer, Stephens, and Stephens's (1992) argument that it is the rise of a large and well-organized working class that is the key to democracy (more on which below). But they go on to add that democracy has only become stable and long-lasting because of humans' extraordinary intractability. Since humans are naturally predisposed toward authoritarianism, they have had to be indoctrinated against their nature to accept democracy. It is in this way that democracy has moved from the status of "ugly duckling" to that of "irresistible swan."

Somit and Peterson suggest that democracy may be only a fleeting phase that is destined to disappear in the near future—that authoritarian government is apt to be a persistent phenomenon rather than an archaic stage of political evolution. In this I fear they may be correct. Indeed, many of the leaders of democratic nations seem to have the same fear. Repeatedly it is pointed out that democracy is fragile and requires the constant vigilance of the masses to maintain. We hear frequently of the need for democratic societies to have a well-educated citizenry because only by the presence of such a citizenry can democracy be preserved.

Although Somit and Peterson's major claim concerning the human inclination toward authoritarian politics rings true, at least in my view, there are some features of their analysis that are disconcerting. In my view they underestimate considerably the human inclination to disobey. It is true that humans do have a remarkable tendency to obey, but they also have virtually as strong a capacity to resist. Somit and Peterson say (1997:70), "For six millennia or more, rulers have commanded—and almost always their subjects have obeyed. Major collective acts of rebellion have been so relatively infrequent that almost any reasonably well educated person is familiar with most of them." Moreover (1997:70), "From the origin of organized political society, and over sixty some centuries of authoritarian and tyrannical rule by native and alien governors alike, the nearly (but fortunately not completely) irrevocable human response has been to obey. Taken in broad historical perspective, disobedience is a rarely encountered political phenomenon." I think the evidence will show that major acts of rebellion have been much more common than this—that disobedience is frequently rather than rarely encountered (Scott, 1990). Humans compete for dominance and power, but the losers resist being dominated and frequently challenge the winners (Boehm, 1999). That is what dominance orders are all about. As we have noted at least once before, in precontact Hawaii paramount chiefs who "ate the
THE EVOLUTION OF CHIEFDOMS AND STATES

Years ago, a remarkably simple form of political organization was proposed by anthropologist George Modelski (1946). He argued that political systems in highly stratified societies tend to evolve in a series of stages, each characterized by different levels of political complexity and social organization. The model suggests that these stages can be ordered from the least complex to the most complex, as follows:

1. **Band**: This is the simplest political organization, consisting of small groups of people who live together and share resources. Bands are characterized by flexible leadership and a lack of formal institutions or rules.

2. **Tribe**: Tribes are more complex than bands, with a larger and more permanent population. They are characterized by a more rigid social structure, with clear distinctions between different groups and a greater degree of specialization of labor.

3. **Chiefdom**: Chiefdoms are characterized by the existence of a single powerful leader, who holds power over a larger area and has the ability to mobilize resources. Chiefdoms are often associated with the development of complex societies, such as those of the ancient Maya and the Inca.

4. **State**: States are the most complex political organizations, characterized by a large population, a centralized government, and a high degree of social stratification. States are often associated with the development of advanced civilizations, such as those of ancient Rome and China.

The evolution of these political organizations is often seen as a function of various factors, including population density, environmental conditions, and technological advances. For example, the development of agriculture has been a key factor in the emergence of chiefdoms and states, as it allows for the accumulation of wealth and the creation of complex social hierarchies.

The model has been influential in the study of political evolution, and it has been applied to a wide range of societies, from ancient civilizations to modern states. However, it is important to note that the model is not a strict linear progression, and that societies may move back and forth between different stages, depending on various historical and environmental factors.
THE EMERGENCE OF PARLIAMENTARY DEMOCRACY

Although an early form of democracy developed in ancient Athens (Bollen and Paxton, 1997), fully democratic societies—those with mass suffrage and constitutions granting civil liberties—did not develop until the nineteenth and twentieth centuries in the Western world. A number of cross-national, quantitative studies have been carried out showing a close link between democracy and economic development (e.g., Lipset, 1959; Curtright, 1963; Bollen, 1979, 1983). It has been primarily highly industrialized societies that have generated democracies. Unfortunately, it has been difficult to conclude from these studies exactly why economic development and democracy should be closely associated. What is it about development that leads to democracy?

In perhaps the most detailed cross-national, quantitative study of democracy ever carried out, one based on 172 countries, Tatu Vanhanen (1997) has attempted to identify the key determinants of democracy. Vanhanen argues that democracy emerges when the large mass of the population acquires resources that it can use to force autocratic states to open themselves up to mass suffrage and political rights. He stresses that these crucial resources are not limited to economic ones. Vanhanen identifies six types of resources and thus six major variables that should contribute to democratization: size of the nonagricultural population (NAP), size of the urban population (UP), the degree to which farms are independently owned by families (FF), the literacy rate (LR), the number of students in institutions of higher education (STU), and the decentralization of nonagricultural economic resources (DD). He combines these six variables into a comprehensive supervariable that he calls the Index of Power Resources (IPR), which he then correlates with an Index of Democracy that is based on the extent of both electoral participation and political party competition. The average correlation of the IPR for three different years (1991, 1992, and 1993) was .786, which translates into 62 percent of the variance being explained.

One problem with Vanhanen's analysis is that he stops with simple correlations, failing to control for any other variables. Moreover, he makes the assumption that all of the six supervariables within his IPR are of equal significance in producing democracy. I find this extremely implausible, but we do not have to leave it at that. Since Vanhanen reports all of his data, we can decompose his IPR into its six dimensions and put all of them into a multiple regression analysis. I did this while at the same time adding two more independent variables, gross national product per capita (GNP) and degree of unionization of the labor force (ULF). Using Vanhanen's Index of Democracy for 1993 as the dependent variable, I found that it was correlated moderately to strongly with all eight independent variables. However, the zero order correlations for NAP, UP, FF, STU, and GNP all but disappeared when the other seven independent variables were controlled. The best predictors of the level of democracy were DD, LR, and ULF. These three variables alone explained 66 percent of the variance (slightly more than Vanhanen explained with his entire IPR), and DD was clearly the strongest of these. Obviously, then, Vanhanen's supervariables are very unequal in their ability to explain democratization.

Vanhanen's Index of Democracy combines measures of electoral participation and party competition. He argues that this index will reflect the extent to which a government grants
political and civil rights. This may be true to some extent, but I employed measures of political and civil rights as additional dependent variables. Vanhanen's IPR was correlated .703 with political rights, thus explaining 49 percent of the variance. This was considerably improved by putting the eight independent variables used earlier into a multiple regression analysis. In this instance, just two variables, DD and LR, explained 72 percent of the variance, and DD explained the great bulk of this. Both of these analyses were repeated with a measure of civil rights as the dependent variable. IPR correlated .687 with civil rights, explaining 47 percent of the variance. In my multiple regression analysis, DD and LR explained 64 percent of the civil rights variable and, again, DD explained most of this.

As a final analysis, I created a new measure of democracy, which I call "superdemocracy" (SD), by combining Vanhanen's Index of Democracy with the measures of political and civil rights. DD and LR were able to explain a huge 85 percent of the variance in SD, with DD explaining about 59 percent and LR about 26 percent. When various world regions were considered separately, DD was far and away the most important predictor of SD in Europe/North America, Asia, and Africa, and marginally the best predictor in Latin America. DD was also quite clearly the best predictor among both the poorer and the richer halves of the world's countries.

My regression analyses extend Vanhanen's important research by showing that it is the decentralization of nonagricultural economic resources that is by far the best predictor of democracy. This dimension of Vanhanen's IPR is far more important than his other five dimensions, and four of his dimensions turn out to be relatively unimportant. However, which way are the causal arrows pointing? Conceptually and theoretically I prefer the argument that it is the decentralization of economic resources that leads to greater democracy, but this cannot be demonstrated on the basis of the analyses carried out thus far. It is possible that as societies democratize they give people the opportunity to decentralize economic resources. Lenski (1966), for example, has argued that the key to greater economic equality in modern industrial capitalist societies has been democratization. And Rueschemeyer, Stephens, and Stephens (1992:297) say that "the greater weight of the subordinate classes in the political process should in turn express itself in state policies which redistribute resources from the privileged to the underprivileged. This is what, in fact, has happened."

To make a reasonable assessment of the direction of causation I selected two different points in time (1920 and 1970) and performed two panel analyses. Because Vanhanen did not include data on DD for any dates earlier than 1990, I had to use IPR as a rough proxy for DD on the assumption that the most important part of IPR is, in fact, DD. In the first analysis, I regressed the 1970 Index of Democracy on 1920 levels of IPR, while controlling for the 1920 Index of Democracy. The results showed that 1920 IPR predicted 1920 to 1970 changes in the Index of Democracy better than the 1920 Index of Democracy did (respective betas = .401 and .337), an excellent result. In the second analysis, 1970 levels of IPR were regressed on the 1920 Index of Democracy, while simultaneously controlling for 1920 levels of IPR. Here the 1920 Index of Democracy was a weak predictor (beta = .162), whereas 1920 IPR was a very strong predictor (beta = .673). The conclusion to be drawn is that IPR is exerting a much greater causal effect on the Index of Democracy than the Index of Democracy is exerting on IPR. If IPR is a reasonably satisfactory proxy for DD, then changes in DD caused changes in the level of democratization.

Dietrich Rueschemeyer, Evelyne Huber Stephens, and John D. Stephens (1992) are highly critical of quantitative studies of democracy primarily because they believe that they do not allow us to establish a clear causal order among the variables. They have carried out the most comprehensive qualitative study of democracy known to me. On the basis of detailed comparative and historical study, they show that democracy developed earliest and most extensively in the most industrialized societies. They argue that this is because those societies developed large and well-organized working classes that engaged in political struggle in order to get the vote. Democracy was inhibited in less-industrialized or nonindustrialized societies not only because the working class was small and weak, but also because the landed nobility was the dominant social class and it fiercely resisted democracy because of its incompatibility with its need for a submissive peasantry. In Europe, democracy developed first in Switzerland, France, Norway, and Denmark and then shortly thereafter in Britain, the Netherlands, Belgium, and Sweden. These were the most industrialized European societies with the largest working classes. Italy, Germany, Austria, and Spain made a fairly early transition to democracy, but in each case democracy broke down after a short time. These cases fit Rueschemeyer, Stephens, and Stephens's argument because they were less-industrialized countries with weaker working classes and powerful landed nobilities. With later industrialization these countries returned to democracy, although in the case of Spain quite late. Democracy also developed early in the British settler colonies—the United States, Canada, Australia, and New Zealand—and long before they experienced substantial industrialization. However, despite their limited industrialization, Rueschemeyer, Stephens, and Stephens point out that these societies began as societies of free farmers; there was no peasantry or landed nobility, and thus no class obstacle to democracy.

How compatible are the results of Rueschemeyer, Stephens, and Stephens with my reanalyses and extensions of Vanhanen? At a general level they seem highly compatible, since Vanhanen's DD seems to be the kind of thing that Rueschemeyer, Stephens, and Stephens are referring to when they talk about the growing size and power of the working class. But under more careful scrutiny the results seem to be in variance with the conclusions of Rueschemeyer, Stephens, and Stephens. These authors claim that democracies developed earliest in those capitalist societies that had moved farthest along the path of industrialization. Presumably, this can be measured best by two of Vanhanen's variables, NAP and UP. Although these variables were substantially correlated with the level of democracy, the correlations washed out when the other independent variables were controlled. Moreover, Vanhanen's IPR and DD were much better predictors of democracy than ULF (degree of unionization of the labor force). In terms of Rueschemeyer, Stephens, and Stephens's theoretical logic, this last variable should be a major predictor of the level of democratization; that it was not casts doubt on their causal chain. The crux of the difference between their variables and Vanhanen's DD seems to be that DD is more Marxian in nature inasmuch as DD involves ownership of the means of production (Rueschemeyer, Stephens, and Stephens stress that their analysis is not a Marxian one). My conclusion, therefore, is that the critical factor in the democratization of Western and
other societies has been shifts in the ownership of capital resources in a more decentralized and egalitarian direction. Rueschemeyer, Stephens, and Stephens are correct to point out that industrialization preceded democracy, but they have not identified exactly what it is about industrialization that produces higher levels of democratization.

Does the emergence of democracy in the modern world contradict the argument of Somit and Peterson (1997) that political authoritarianism is part of human nature? In my view, no. As argued earlier, humans are both naturally authoritarian and naturally resist authoritarian behavior directed toward themselves. Throughout human history the conditions necessary to sustain democracy rarely existed, but in the modern world these conditions have emerged. Nonetheless, I would still argue that democracy is a rather fragile phenomenon that takes a great deal of effort to maintain. There is no necessary evolutionary trend toward Greater democracy, and future governments may see a return to less democratic politics. It is not at all out of the question that democracy could be a fleeting form of government that will emerge only under very special circumstances.

WAR IN HUMAN SOCIETIES

The relation of the sexes . . . is the cause of war and the end of peace.

—Arthur Schopenhauer

He butchered three of them with an ax and decapitated them. In other words, instead of using a gun to kill them he took a hatchet to chop their heads off. He struggled face to face with one of them, and throwing down his ax managed to break his neck and devour his flesh in front of his comrades. . . . I awarded him the Medal of the Republic.

—General Mustafa T'las

Man's greatest good fortune is to chase and defeat his enemy, seize his total possessions, leave his married women weeping and wailing, ride his gelding, [and] use the bodies of his women as a nightshirt and support.

—Ghengis Khan

War is regarded as nothing but the continuation of politics by other means.

—Carl von Clausewitz

A warlike spirit, which alone can create and civilize a state, is absolutely essential to national defense and to national perpetuity. . . . The more warlike the spirit of the people, the less need for a large standing army. . . . Every male brought into existence should be taught from infancy that the military service of the Republic carries with it honor and distinction, and his very life should be permeated with the ideal that even death itself may become a boon when a man dies that a nation may live and fulfill its destiny.

—General Douglas MacArthur

How common is war in human societies past and present? The answer seems to be that humans are a highly war-prone species. Clark McCauley (1990) asserts that peaceful societies have been rare, a judgment strongly seconded by Lawrence Keeley (1996). Keeley summarizes findings from three cross-cultural studies of warfare using ethnographic data. In a study of 50 societies by Otterbein (1989), 90 percent of the societies were without question engaged in warfare, with the remaining societies at least occasionally engaged in some violent conflict. In another study of 90 societies by Ross (1983), only 13 percent seldom or never engaged in warfare. However, 6 of these societies were ethnic or tribal minorities that had been pacified by modern nation-states, and 3 were living in geographical isolation, thus making the practice of war difficult or impossible. In the third study, which examined 157 North American Indian societies (Jorgensen, 1980), only 4.5 percent were reported to be truly peaceful, and all of these were small bands living in very dry and highly isolated environments. Shaw and Wong (1989) show that data on some 90 hunter-gatherer societies indicate that only 3 can be classified as relatively peaceful (the Eskimos of the Yukon, the Siriono of Bolivia, and the Semai of Malaysia). Peaceful hunter-gatherer bands, they point out, are those that are highly isolated or so nomadic that territorial conflict tends not to be possible. But even the most peaceful hunter-gatherer societies are not entirely free from war. Keeley argues that the war proneness of humans is also strikingly revealed by the archaeological record (cf. Ferguson, 1997, for a contrary view). He claims that

- evidence from Czechoslovakian cemeteries dating between 35,000 and 24,000 years ago suggests a high level of violent conflict;
- human skeletons found in Egyptian Nubia between 12,000 and 14,000 years ago suggest common and brutal warfare;
- violent death is suggested by the remains of hunter-gatherer societies in western Europe between 5,000 and 10,000 years ago;
- many villages of early agricultural tribes and simple chieftoms in Neolithic Europe were fortified with ditches and palisades and, at least in Britain, several of these enclosures reveal clear evidence of having been attacked and burned;
- several areas of the prehistoric United States, especially those where archaeological study has been extensive, reveal violent deaths and in some periods these were extremely common.

What then of the frequency of warfare? Otterbein's study of 50 societies found that 66 percent of prestate societies were engaged in war every year, as were 40 percent of state-level societies. In Ross's study of 90 societies it was found that 62 percent of tribes and chieftoms engaged in war yearly, as did 77 percent of state-level societies. Shaw and Wong summarize evidence collected by Montagu (1976) showing that there have been on the order of 14,500 wars over the past 5,600 years of world history, as well as evidence from Burke (1975) indicating that in the last 3,400 years of history there have been a mere 268 years of peace. Pitirim Sorokin (1937:552) has shown that throughout the history of Greece and Rome and over the past several hundred years of European history, "Almost every generation (25 to 30 years) in the past, with very few exceptions,
has been a witness of, or an actor in, war phenomena." Shaw and Wong note that war proneness is also a relative constant in modern history. The proper conclusion seems to be that almost all societies have been warlike and most of these have engaged in war on a very frequent basis.

### EXPLAINING WAR: BANDS AND TRIBES

Perhaps the most famous theory of warfare in bands and tribes is the ecomaterialist theory of Marvin Harris (Divale and Harris, 1976; Harris, 1984) in which war is seen basically as a population-regulating mechanism. Population pressure and resource scarcity, especially scarcity in the availability of animal protein, are regarded as the proximate causes of warfare. Warfare leads in turn to a male supremacist complex since societies that go to war frequently need to rear large numbers of fierce and combat-ready warriors, and the best way to do this is to exaggerate the characteristics of masculinity and denigrate the characteristics of femininity. The male supremacist complex helps provide a justification for female infanticide, which, in addition to male deaths from combat, helps to regulate population growth. Warfare also helps to balance out numbers of people against the supply of animal protein by creating "no-man's lands," or areas where people do not live that can be protected zones for animals. For Harris, band and tribal warfare is adaptive in the sense of producing a better standard of living than would otherwise be possible.

Harris's theory has been highly controversial ever since it was introduced. It has been strongly challenged by Napoleon Chagnon (1983; Chagnon, Flinn, and Melancon, 1979). Since Chagnon views protein scarcity as the crux of Harris's theory, he has tried to show that the Yanomamó, an Amazonian horticultural tribe studied extensively by Chagnon and used by Harris to illustrate his theory, are eating plenty of animal protein. In fact, Chagnon shows that the Yanomamó and several other Amazonian groups consume more animal protein per capita per day than the USSR, the United Kingdom, Germany, Portugal, and Japan, and nearly as much as Australia and New Zealand, the world leaders in the consumption of animal protein. Chagnon himself favors a biocultural interpretation of band and tribal warfare, arguing that the Yanomamó fight over women and that they have a natural tendency toward violence that, in the absence of a state, cannot be suppressed. But more on that later.

Brian Ferguson (1989b) has challenged the relevancy of Chagnon's calculation of how much animal protein the Yanomamó and other Amazonian groups are eating. He notes that Harris's protein hypothesis does not predict an actual deficiency of animal protein in the diet, but, rather, implies that war will stop the decline in dietary animal protein before it has a chance to reach unhealthy levels. For Ferguson, then, it is no surprise that Amazonian groups seem to be eating enough meat. However, Ferguson challenges Harris's theory on other grounds. He notes that it has commonly been observed that the threat of war leads people to establish larger villages than would normally be the case, and that large villages lead to a greater depletion of local game than do smaller villages (Ferguson, 1989a). Thus, war cannot be seen as producing a better fit between popula-

... tion and natural resources. Ferguson insists that war is not adaptive. "War may produce a fit between population and resources," he says, "but it is a bad fit. Life is worse for war" (1989a:258). Ferguson (1989b) admits that the decreasing availability of game does lead to increasing interpersonal conflict within villages, but he denies that this leads to actual warfare between villages. This conflict, he believes, is simply not sufficient to start wars. The logical outcome of interpersonal conflict, he claims, is movement, not war.

By way of further test of Harris's theory, Keeley (1996) found no correlation between population density and the frequency of warfare for eighty-seven societies. Surprised by this result, I undertook my own test of the relationship for the band and tribal societies in the SCCS. The correlation was not only low, but was running in the wrong direction ($r = -.119$). A true test of Harris's theory requires a measure of actual population pressure rather than simple population density. I created such a variable by combining population density with the intensity of production. The results were almost exactly the same ($r = -.109$). These results call Harris's theory seriously into question inasmuch as the theory emphasizes resource scarcity as the result of population pressure as the major cause of war in band and tribal societies.

Ferguson (1984, 1990a) has proposed an ecomaterialist theory of warfare that is broader than Harris's, broad enough in fact to explain war beyond the level of bands and tribes. Ferguson agrees with the Harris school that war arises from material causes and comments that nonmaterial goals and aims will ordinarily not lead to war unless these aims are accompanied by material objectives. Ferguson's basic theory is that wars will occur when the decision makers believe that the material benefits of war will outweigh the material costs. Ferguson specifies six material interests decision makers can have and thus six strategic objectives of war (1990a:30):

1. to increase access to fixed resources by eliminating competitors;
2. to capture movable goods;
3. to impose an exploitative relationship on one or more previously independent groups;
4. to conquer and incorporate one or more other groups;
5. to enhance the power and status of those who make decisions about whether or not to make war;
6. to defend against attacks by other groups.

This seems to me a very sensible theory of human warfare in general, some parts of which apply in particular to bands and tribes. Harris has emphasized the first strategic objective of war among bands and tribes, whereas Ferguson emphasizes this but also the second, third, and sixth objectives. Ferguson (1990b, 1995a) claims that the most fundamental cause of warfare among the Yanomamó and other Amazonian groups, both historically and at present, is Western contact (cf. Ferguson and Whitehead, 1992). Historically, native populations have often been drawn into colonial rivalries between European powers and engaged in war as a result. Europeans have often introduced epidemic diseases that have created severe population imbalances and led to warfare...
designed to capture women and children in order to redress these imbalances. Most significantly, however, Ferguson emphasizes conflict over the allocation and control of Western manufactured goods, especially steel axes. Ferguson points to studies which show that steel axes are far superior to stone axes in terms of efficiency, being able to reduce work time and energy expended by a factor of anywhere from three to nine. Among the Yanomamö, forest can be cleared seven to ten times faster using steel axes. Many native Amazonian peoples long ago acquired great dependence on steel axes and maintain such dependence to this very day. They have also become dependent on such manufactured goods as shotguns, machetes, knives, fishhooks, pots, manioc griddles, matches, tobacco, kerosene, beads, and clothing. Throughout Amazonia, and in all historical periods, Ferguson claims, native groups have gone to war to gain access to these and other highly desired goods. As he (1990b:245) puts it,

we know for certain that many Native peoples have gone to war in order to obtain Western manufactures, especially steel tools. Throughout virtually all regions and time periods, Native peoples have been willing to kill and risk death to get these precious means of production. That leads to a question: what happens when something this valuable enters Native systems of exchange? The answer, I believe, is that this entry both creates conflicting vital interests and transforms relations of cooperation at all levels of social organization. Furthermore, these conflicting interests, fully embedded in the totality of social relations, shape political alignments and general social hostilities, up to and including war.

Ferguson is not implying that there was no war in Amazonia prior to European intrusion, for most certainly there was. But he does see the introduction of Western goods as greatly intensifying war and keeping it alive.

A third major type of explanation of band and tribal warfare is bioculturalist, one subtype of which is the classical sociobiological theory: Men compete among themselves for access to women, and when the scarcity of women becomes severe enough intervillage warfare is the result (Chagnon, 1988; Low, 1993b; van der Dennen, 1995:317–31). This scarcity can result from such factors as female infanticide, unbalanced sex ratios that develop for other reasons (Fisher, 1958[1930]; Chagnon, Flinn, and Melancon, 1979), or the practice of polygyny. However, Donald Symons (1979) points out that women are always scarce to at least some extent in all societies, and that men therefore are always in competition for them. The men who will be most productively successful will in most cases be the most successful warriors, and men will therefore be strongly motivated to form coalitional bands and go to war (cf. Tooby and Cosmides, 1988). As Bobbi Low (1993b:33) has pointed out, “The benefits of warfare to men in preindustrial societies thus include increased direct access to reproductive females, and increased material resources useful for the lineage and in contracting marriages.”

Focusing in particular on the Yanomamö case, Chagnon (1988) argues that this group fights primarily over women and that blood revenge is a major motive for war once it has started. Chagnon says that most fights begin over such things as infidelity and suspicions of infidelity, seductive attempts directed at other men’s wives, stealing women from visiting groups, and sexual jealousy. Many of the fights that arise over sexual matters culminate in both intra- and intervillage killings. “Aggressive groups,” he says, “coerce nubile females from less aggressive groups whenever the opportunity arises. Many appear to calculate the costs and benefits of forcibly appropriating or coercing females from groups that are perceived to be weak” (1988:986). The Yanomamö themselves explain their own warfare in terms of competition for women. In an amusing anecdote, Chagnon (1983) conveyed to a Yanomamö village he was living with Harris’s protein scarcity explanation of their warfare. Upon hearing this, they laughed and said that they liked meat but they liked women a whole lot more! An important status among Yanomamö men is that of unokait, or one who has killed another man, and Chagnon shows that unokait have more wives and greater reproductive success than non-unokait. In a study of 380 Yanomamö men (137 unokait and 243 non-unokait). Chagnon (1988) has shown that the unokait had an average of 1.6 wives per man, whereas the non-unokait averaged only 0.63 wives per man. The gap was particularly wide among men aged 20 to 24. In this age group, 5 unokait had a total of 4 wives, but 78 non-unokait had a total of only 10 wives. Obviously the key to mates and reproductive success among Yanomamö men is to gain status by killing other men.

There is a great deal of evidence from other bands and tribes that conflict over women is a major cause of war. As Laura Betzig (1986:26) has pointed out:

Disputes over women “stand apart” among modern Turks, invariably calling for violence . . .: elopements may lead to physical fighting among the Mohila in the Western Punjab . . .; adultery is regarded as the most serious crime among the Semang . . .; and over 90% of Tiwi disputes were matters in which women were somehow involved. . . . Among Kupqaku, Pospišil noted that most wars start because of violations of a husband’s exclusive sexual rights . . .; Linton found Marquesan killings followed two motives: sexual jealousy and revenge . . .; Among the Saramaccas of the upper Suriname River Basin, quarrels over women were more frequent than any other kinds of disputes . . .; and among Trumai, “the chief source of conflict in the village was sex.”

I have tried to test this sociobiological hypothesis empirically in a rough sort of way. Using the SCCS, correlational analyses were run between overall warfare frequency and twelve independent variables. The only variables that were substantially correlated with warfare were frequency of homicide (r = .417) and frequency of socially organized homicide (r = .548). When only bands and tribes were included in the analysis, the respective correlations were .507 and .520. This suggests to me support for the sociobiological argument. Warfare is most closely related to male violence outside the context of war, and it is likely that this violence is occurring mostly over women, as Chagnon and others have suggested. Harris and Ferguson stress resource scarcity as the primary cause of band and tribal warfare, but it would appear to be women that are the most crucial resource.

A biological foundation for human warfare is also strongly suggested by a human-chimpanzee comparison. Chimps and humans share about 98.5 percent of their DNA, and chimps are actually more closely related to humans than they are to gorillas. Chimps are humans’ closest relative, and they shared a common ancestor that is believed to have lived between about five and seven million years ago. In the last two decades or so it has become evident that chimpanzees are animals who frequently engage in lethal violence. Patterns of chimpanzee violence and their similarities to human violence have
that in preindustrial societies, band and tribal societies in particular, in-group attachments are usually intense and out-groups are not only regarded as inferior, but are often vilified as the very essence of evil (Reynolds, Falger, and Vine, 1986). Under such circumstances, it is no wonder that war among bands and tribes is so common.

Shaw and Wong's position fits very well with Wrangham's analysis of chimp-human similarities. Chimpanzees seem to show the same xenophobia that is so characteristic of humans in societies that approximate the ancestral environment. The extreme forms of in-group amity and out-group enmity that we observe in so many human societies dovetail with the neo-Hobbesian position on war (Keely, 1996), or at least with one fundamental aspect of the neo-Hobbesian position: The condition of war is normal in the absence of a state. Of course, war is also common in the presence of a state, but it is a very different type of war (to be discussed in a moment). The basic point is that it is extremely difficult to stop war in prestate societies once it gets going, and it gets going with remarkable ease. Napoleon Chagnon (1988:990) puts the matter poignantly:

It is difficult for us to imagine the terror that might characterize our own social lives in the absence of laws prohibiting individuals from seeking lethal retribution when a close kinman dies at the hands of another human... A particularly acute insight into the power of law to thwart killing for revenge was provided to me by a young Yanomamó man in 1987. He had been taught Spanish by missionaries and sent to the territorial capital for training in practical nursing. There he discovered the police and laws. He excitedly told me that he had visited the town's largest pata (the territorial governor) and urged him to make law and police available to his people so that they would not have to engage any longer in their wars of revenge and have to live in constant fear. Many of his close kinsmen had died violently and had, in turn, exacted lethal revenge; he worried about being a potential target of retaliations and made it known to all that he would have nothing to do with raiding.

My grand conclusions on all these theories are approximately as follows: Harris's eco-materialist theory does not work very well because it is too narrow; Ferguson's broader eco-materialist theory is extremely useful because it gives us a comprehensive picture of the kinds of material motivations that are capable of producing war. However, Ferguson overemphasizes Western contact and neglects a crucial resource—women. Human ethnocentrism and xenophobia are also likely to be powerful factors in the initiation and perpetuation of war. We must take seriously the neo-Hobbesian position that humans in a state of nature tend to be quite violent and that war results easily when there is no formal authority to prevent it. Humans are remarkably war prone and seem to have an extremely low threshold for initiating it. It can easily be caused by a wide range of ecological, demographic, economic, sexual, and political factors acting in concert with humans' low threshold for aggression.

**EXPLAINING WAR: CHIEFDOMS AND STATES**

Although it might be thought that conflict over women is much less likely to be a cause of war in chiefdoms and states than in bands and tribes, I found that frequency of homicide
correlated, .442 (Pearson r) and frequency of socially organized homicide correlated a whopping, 808 with overall warfare frequency for the societies of the SCCS that are organized into chieftdoms. However, the situation was completely different for states. For the state-level societies of the SCCS, frequency of homicide correlated -.053 and frequency of socially organized homicide correlated -.153 with overall warfare frequency. This means that conflict over women, although it still seems to be a major cause of war in chieftdoms, no longer contributes to war in societies organized into states. This suggests additional support for the neo-Hobbesian position on war in that states do suppress interpersonal conflict among males over women.

Considerable evidence has accumulated to show that the nature and causes of war have changed substantially throughout humankind’s evolutionary history (Ferguson, 1990a). Broch and Galtung (1966) have shown that what they call “economic war” and “political war”—presumably war fought for land or other economic valuables, as well as to conquer and incorporate other societies—are closely intertwined with the overall evolution of society. They created an index of social evolution for 652 widely different societies. At the lowest level of the index, no society was characterized by economic or political war; at an intermediate level of social evolution, 39 percent of the societies had economic and political war; and at the highest level of social evolution, economic and political war were found in 95 percent of the societies. Using a sample of 125 societies from the Human Relations Area Files, and adding to it 7 industrial societies, Leavitt (1977) found that 10 measures of societal complexity (level of agricultural technology, military energy source, military artillery systems, level of transportation technology, level of communication technology, degree of social stratification, presence or absence of metallurgy, presence or absence of weaving, level of political differentiation, and settlement size) were positively correlated at R = .598 with external warfare (war fought between societies), and that these 10 variables explained 36 percent of the variance in external warfare. For the frequency of civil war, the corresponding numbers were R = .632 and 40 percent of the variance explained, and for the frequency of riots R was a huge .866 with 75 percent of the variance explained. Simple feuding, however, was negatively related to most of the measures of societal complexity.

While several of the motives for war that prevail among bands and tribes appear to continue in the transition to chieftdoms, a new motive, that of political conquest, comes onto the scene. Chieftdoms are hierarchical societies under the formal authority of a chief, and they are capable of establishing much larger fighting forces than anything imagined in bands and tribes. Carneiro (1990) notes that whereas small-scale tribal societies are usually capable of putting together warrior bands of a few dozen at most, chieftdoms can put together fighting forces in the hundreds or thousands. Carneiro has studied chieftdom-level warfare in the Cauca Valley of Colombia and in Fiji. He notes that warfare among chieftdoms in these regions was nearly constant. Fiji was seldom without war, and in the Cauca Valley “warfare was universal, acute, and unending” (1990:193). As to the causes of warfare among these chieftdoms, Carneiro has this to say (1990:193-94):

The sorts of grievances that provoked warfare between autonomous villages continued to provoke it at the chieftdom level. But in addition, such things as offenses against the dignity

of persons of rank, especially the paramount chief, began to play a role. Thus, Williams cites “pride and jealousy of the chiefs” as a common cause of war among the Fijians. And of course, the very existence of multi-village chiefdoms is prima facie evidence that the seizure of land and the subjugation of peoples had already been acting as causes—or at least consequences—of war. Thus for Fiji, Williams noted that “the fact of there being so many independent governments, each of which seeks aggrandizement at the expense of the rest,” was a common motive for hostilities.

In the Cauca Valley, a chief’s desire to expand his domain and gain control of natural resources such as gold mines and salt deposits are cited by Trimborn as leading causes of war. Territorial conquest was a particular incentive for Guaca and Ppopayan, two chiefdoms of the valley which, when the Spaniards arrived in the early 1500s, were actively expanding their territory and apparently well on their way to becoming states.

Patrick Kirch (1984) sounds the same theme with respect to warfare among ancient Polynesian chiefdoms. Warfare was primarily centered on a struggle for power between chiefs and a desire for domination over resources and people. Once the shackles of band and tribal society are released, we see the innate human desire for power and control begin to assert itself in much more vigorous form. States carry the process still further.

In states, as in chiefdoms, economic and political factors are also at the forefront of war. Historically, many state-level societies have been organized as large political empires. Empires are extremely predatory forms of political life, and in fact depend on this for much of their sustenance. The major way wealth is created is through expropriation of an economic surplus from the peasantry, and the best way to enlarge wealth is through incorporating more peasants by conquering neighboring societies. Along with peasants, many other important resources are captured as well—land, slaves, tribute, booty, etc. Political conquest is a major key to wealth. William Eckhardt (1992) has collected data on population size, empires, civilizations, battles, and wars for the last 5,000 years of world history. I analyzed some of his data and found that all of these dimensions of state-level societies are extremely highly intercorrelated, as shown below:

- empires and wars: .931
- civilizations and wars: .924
- population and wars: .964
- empires and battles: .933
- civilizations and battles: .949
- population and battles: .953
- empires and civilizations: .910
- empires and population: .961
- population and civilizations: .960

These results suggest that war virtually defines the essence of the agrarian civilizations and empires that dominated world history. Chiefdoms, especially larger ones, are organized for political and military conquest and the incorporation of conquered and subjugated societies, but states, especially large-scale imperial states, carry out these goals on
a scale and to a degree unimagined in most chiefdoms. Speaking of ancient Rome, Graeme Donald Snooks (1997:140) has said that the “defining characteristic of Roman warfare was its continuous nature. Rome was a society committed to war and conquest as a business.” What was true of Rome has in general been true of all imperial states throughout world history, except perhaps on a less grand scale.

**EXPLAINING WAR: MODERN SOCIETIES**

Mesquida and Wiener (1996) have tried to show that even in modern societies war may stem from male competition over females and other resources. They examined eighty-eight modern nation-states, the majority of which were less-developed countries, and looked at the proportion of the male population that was in the age group fifteen–twenty-nine. They then took the ratio of fifteen–twenty-nine-year-old males to males thirty years and older, and correlated this ratio with the level of war. The two variables were correlated at $r = .69$, a very high correlation that explained 47 percent of the variance in war. But what is the causal relationship between these variables? Mesquida and Wiener reasoned that, since men in the age category fifteen–twenty-nine are at their peak level of aggressiveness and competitiveness, a greater proportion of fifteen–twenty-nine-year-olds in the population means more competition for resources, females included, and as a result the level of social conflict escalates. At some point war is initiated by governments as a means of enhancing resources in order to reduce internal social conflict. However, there is another interpretation of Mesquida and Wiener’s finding that seems just as plausible, if not more plausible: Modern states are more likely to go to war when they have more fifteen–twenty-nine–year-olds in the population simply because this allows them to muster a larger fighting force and thus to have a greater likelihood of success.2

As in agrarian states, war in modern societies is rooted largely in economics and politics, but very few modern societies are conquest societies (e.g., the old Soviet Union to some extent; occasionally others have tried to be, e.g., Nazi Germany). Marxists stress that war is motivated by the economic competition of capitalists in different nation-states (for instance, they explain the two world wars, as well as colonial wars, in this manner). Weberians emphasize that one of the main defining features of the state is its organization for war. In this view, the state does not simply fight wars for the benefit of its capitalists, but has its own interests and motives in going to war. It is, in essence, a war-making machine, and it fights for political glory. The Marxists and the Weberians are both partially right, but I think the evidence will show that the economic motives of modern war generally outstrip the political motives.

To understand war in the modern world it cannot be forgotten that for the past 500 years there has been a capitalist world-system and an international system of states that in the twentieth century became truly global (Wallerstein, 1974a, 1974b, 1979, 1980, 1989). This system has been driven by the imperative of capitalist accumulation and war must be understood within this context. States within these intertwined systems engage in war with one another because they wish to become upwardly mobile both economically and politically, because they wish to avoid downward mobility, or out of pure self-defense against the aggression of other states. As Radner and Thompson (1994:1) put it, “The most significant wars, which also tend to be among the most deadly ones, take place within the context of ascent and decline among the world system’s most powerful state actors. This is movement forward and away from the apex of the world system’s status hierarchy, and the associated costs and benefits associated with leading positions, that cause so much trouble.” For example, when the Netherlands (the United Provinces) achieved hegemony within the capitalist world-economy during the middle of the seventeenth century its economic efficiency was so great that its main rivals, Britain and France, were relatively unsuccessful in competing with it on purely economic grounds. Because of this they resorted repeatedly to war to try to undermine The Netherlands’ economic position and promote their own (Israel, 1989). When Britain finally became hegemonic within the world-system in the nineteenth century, it could only secure that hegemony by maintaining a powerful military apparatus, especially a strong navy. The hegemony of the United States after World War II was guaranteed by the world’s preeminent military apparatus and the United States became, as Britain was before it, a “world policeman.” However, we need to be clear that modern war, even major war, is not only about gaining or defending economic advantage. Geopolitical considerations are also of considerable importance (Skocpol, 1979; Collins, 1986b). The behavior of the old Soviet Union in the international states system, for example, was determined as much by geopolitical as by economic factors, especially its conquest of Eastern Europe in the aftermath of World War II.

The political scientist Joshua Goldstein (1988) has studied cyclical trends in the largest wars of the past 500 years, looking in particular at the relationship between Kondratieff waves and the outbreak of major wars. Kondratieff waves are periods of economic upturn and downturn that last approximately 40 to 60 years. A period of upturn lasts about 20 to 25 years, reaches a crest, and then is followed by a downturn of another 20 to 25 years. Then a new period of upturn begins. Goldstein has shown that in 9 out of the past 10 Kondratieff waves, a major war broke out during the second half of the upturn phase. Goldstein argues that this is because it is during this period of economic prosperity that states have the revenues they need to launch a large-scale war. Goldstein’s finding dovetails neatly with my reinterpretation of Mesquida and Wiener’s finding that states are more likely to fight wars when they have a high proportion of 15–29-year-old males in the population. In order to fight wars states need resources, especially financial resources, and when they have these resources they are apt to fight wars.

Let us not forget that most wars in modern societies are not major wars; most are on a relatively small scale. Although economic and geopolitical factors may enter in here, often it is ethnic hostility or the desire for political autonomy that are the motivating factors (Low, 1993b). Consider, for example, wars between Hindu India and what became Pakistan, between Nigeria and Biafra, between Tutsis and Hutus in Rwanda and Burundi, and so on. Surveys of wars around the world since 1945 generally show that most of these are between ethnic groups rather than large nation-states (Low, 1993b). What are in essence tribal conflicts of interest are extremely important in most of these wars. So the biological nature of humans—in this instance ethnocentrism and xenophobia—continues to rear its ugly head even in the modern world.
The biological nature of humans is also involved in modern warfare in a more general sense. As Bobbi Low (1993b:40) has remarked, "It is almost certainly true that past correlations between warriors' behavior and reproductive success no longer hold; ... Nonetheless, several aspects of men's behavior in wars, and of the organization of fighting forces, suggest that proximate correlates of reproductive success due to risky and aggressive behavior still exist in modern wars, and successful leaders organize field units in ways that play on the past kinship structure of warring groups."

NOTES

1. For a much more detailed discussion of political evolution and theories about it, see Sanderson (1999:53-95).

2. I am grateful to Frank Salter for this suggestion.

Epilogue

Darwinian conflict theory has a direct bearing on six basic dichotomies in sociological theory: materialism-idealism, individualism-holism, structure-agency, scientific-non-scientific, micro-macro, and historical-abistorical. It should be obvious that Darwinian conflict theory is a materialist approach, in fact as rigorously materialist as an approach can get. It is also committed to a thoroughly scientific attitude and is the very antithesis of those recent tendencies, such as postmodernism, which demean and diminish science. Darwinian conflict theory concedes that science is not the only way of knowing, but it is a way of knowing that has been immensely more successful than all the other paths to knowledge. Darwinian conflict theory is also historical in the sense that it holds that one must analyze social behavior in its historical (especially evolutionary) context in order to make sense of it. Static or synchronic analyses will tell us much less than we want to know.

How does Darwinian conflict theory deal with the crucial structure-agency problem? Basically, it claims that this problem is much more easily solved than has been previously recognized. Darwinian conflict theory views structure and agency as reciprocally implicated in each other, as inextricably intertwined. Humans create structures but only within the constraints within which they operate. Once created, new structures act as constraints on further acts of human agency (it is perhaps more accurate to say that structures provide the contingencies within which people act as agents). Structures certainly do not determine behavior directly. Although Darwinian conflict theory has a clear concept of agency, its concept is certainly very different from the concept of agency held by such approaches as symbolic interactionism and ethnomet hodology. From the point of view of these highly voluntaristic approaches, agents have an enormous amount of freedom to act in accord with personal wishes and desires. Anthony Giddens's (1984) notion of agency is similarly voluntaristic despite his claim that he has bridged the structure-agency divide. By contrast, Darwinian conflict theory's agent is much more constrained, especially by internal biological forces, but he or she is an agent nonetheless. Society is the creation of individuals acting in accordance with preferences and aims.
Darwinian conflict theory is an individualist approach, yet it is not a strict form of methodological individualism. It recognizes that the social level reacts back on the individual level once the social level is formed, and thus society, though a creation of individuals, always reconstitutes those individuals to some extent. Darwinian conflict theory also aims to bridge the micro and the macro by showing that this problem, like the structure-agency problem, is not the conundrum that many sociological theorists have thought it to be. In many ways this problem is not really a problem at all. The macro is the creation of the micro, but then acts back on it and the two levels mutually penetrate. Far too much time has been wasted by sociological theorists on this problem. Both micro-macro and structure-agency are essentially false dichotomies that have garnered far more attention than they deserve.

What remains to be done regarding the Darwinian conflict paradigm? I cannot say how close it is to being a reasonably finished state, but it is clear that it will need considerable tinkering and polishing, and much empirical work remains to be done to extend its range of empirical application. I hope to be able to do as much as I can in all of these ways in the years to come. As indicated in the preface, a coherent Darwinian conflict account of ethnicity remains to be developed, as does such an account of religion, another human universal. And we still have a great deal to learn about all of the substantive issues discussed in this book. In some areas our understanding is good, whereas in others it is feeble at best.

The reader is entitled to know why I appear to be so confident that Darwinian conflict theory as a new sociological paradigm is going to last and grow. After all, sociology is today an extreme cacophony of voices, and paradigms come and go, rise and fall, ebb and flow. Why should Darwinian conflict theory be any different? The answer lies in its ultimate foundations: It is based on the most successful theoretical concept ever developed in the entire history of human thought, Darwinian natural selection. This concept has been of immense importance in biology as a whole, unifying various of its subfields and providing the basis for enormous theoretical and empirical advances; it has been of great service to anthropology as well, especially biological anthropology. It is the greatest theory that ever was in terms of parsimony, scope, empirical success, and productivity. As Lopreato and Crippen (1999) suggest, perhaps the most important reason sociology has failed to develop is because it has not yet had its Darwinian revolution. But with the Darwinian revolution that I see coming soon, even within such a stubborn and resistant discipline as sociology, sociology at last has a realistic chance of becoming a genuine cumulative science and fulfilling the expectations that such founders of the discipline as Comte and Durkheim had for it so many years ago. I agree with Randall Collins (1975) that we have been making intellectual progress in sociology in recent decades, but in order to continue this progress, and to give it a proper theoretical and conceptual foundation, the embrace of Darwinian thinking is absolutely essential.1

NOTE

1. The reader might wonder whether my advocacy of a rigorous materialist approach to explaining the social world implies a materialist ontology. Is reality itself basically material? My an-