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Abstract—We propose a novel diffusion tensor imaging (DTI) registration algorithm, called fast tensor image morphing for elastic registration (F-TIMER). F-TIMER leverages multiscale tensor regional distributions and local boundaries for hierarchically driving deformable matching of tensor image volumes. Registration is achieved by utilizing a set of automatically determined structural landmarks, via solving a soft correspondence problem. Based on the estimated correspondences, thin-plate splines are employed to generate a smooth, topology preserving, and dense transformation, and to avoid arbitrary mapping of nonlandmark voxels. To mitigate the problem of local minima, which is common in the estimation of high dimensional transformations, we employ a hierarchical strategy where a small subset of voxels with more distinctive attribute vectors are first deployed as landmarks to estimate a relatively robust low-dimensions-of-freedom transformation. As the registration progresses, an increasing number of voxels are permitted to participate in refining the correspondence matching. A scheme as such allows less conservative progression of the correspondence matching towards the optimal solution, and hence results in a faster matching speed. Compared with its predecessor TIMER, which has been shown to outperform state-of-the-art algorithms, experimental results indicate that F-TIMER is capable of achieving comparable accuracy at only a fraction of the computation cost.

Index Terms—Diffusion tensor imaging (DTI), elastic registration, log-Euclidean manifold, tensor boundaries, tensor regional distributions.

I. INTRODUCTION

DIFFUSION tensor imaging (DTI) provides unprecedented insight into brain white matter structures and is commonly utilized to delineate subtle abnormalities caused by diseases, including stroke, multiple sclerosis, dyslexia, and schizophrenia. In conventional magnetic resonance (MR) images, such as $T_1$- and $T_2$-weighted images, white matter often appears as homogeneous structures which lack details, even though in reality it consists of many axonal bundles of various sizes and orientations. The advent of DTI makes deeper investigations into these structures possible [1]–[4]. It has been observed that water diffusivity is more restricted in the transverse direction of the axonal fibers in white matter tissue than along the axial direction. DTI takes advantage of this anisotropic diffusivity and measures a symmetric second order tensor at each voxel characterizing the anisotropy [5]. A critical prerequisite for detailed voxel-by-voxel statistical analysis of the tensors is the proper spatial alignment of the tensor volumes so that comparison can be made across similar structures. This is, however, challenging both technically and computationally given that tensor data representation is inherently high dimensional, and the anisotropic nature of cellular water diffusivity calls for proper reorientation of the tensors on top of their spatial alignment, adding another dimension of difficulty to the problem. Furthermore, for practical usefulness in clinical settings, the pertaining algorithm has to solve the problem in a competitive amount of time.

Some methods aimed at the registration of DT images have used DTI derived scalar images [6], [7]. In this case, the registration problem is identical to the classical scalar image registration problem. These methods, however, do not take into account the entire information available in each tensor and may therefore lead to lower quality results. In light of this, other approaches have been proposed. First, [8] proposed a registration method based on the whole tensors, optimizing a tensor-based similarity measure in regions of high structural information and interpolating the deformation using kriging interpolation. More recent methods include [9] which proposed the optimization of an information theory criterion between the tensor images, and [10] which utilized a full tensor-based similarity measure with explicit tensor orientation optimization. Finally, [11] proposed the extension of the diffeomorphic demons [12] to tensor images.

We propose a fast and accurate DTI registration algorithm called fast tensor image morphing for elastic registration (F-TIMER). Unlike algorithms developed for scalar structural images, such as $T_1$- and $T_2$-weighted images, F-TIMER, similar to its predecessor TIMER [13], leverages high dimensional tensor information for driving the registration. In addition to scalar map based features, F-TIMER gathers directly from the tensors regional statistical information and boundary edge information in a multiscale fashion. All the collected information is then grouped, for each voxel, into an attribute vector [14], serving as its structural signature. Based on the attribute vectors, salient points signifying important anatomical structures are automatically selected and utilized as landmarks for
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correspondence matching. For robust correspondence matching and to avoid being biased towards the template or the subject, the deformation is estimated by jointly considering the forward and reverse transformations [15]. Upon establishing landmark correspondences, thin-plate splines (TPS) [16] are employed to generate a smooth, topology preserving, and dense transformation, and to avoid arbitrary mapping of nonlandmark voxels. The whole framework can be summarized as an attributive symmetric soft assignment problem (ASSAP), which is an extension of the original soft assignment problem [17] by taking into account attribute vector labelled landmarks [14] and also symmetric transformation [15]. To obviate local minima, which are prone to happen, and often inevitable in estimating a transformation with very high degrees of freedom, we adopt a hierarchical strategy in optimizing the ASSAP related energy function. We progressively build up our optimization solution starting with landmarks resulting from a small subset of voxels, which exhibit more distinctive attribute vectors—equivalent to optimizing an approximate lower-degrees-of-freedom version of the energy function—and include more voxels to refine the solution as registration progresses. Finally, reorientation of the tensors is performed using the algorithm presented in [18], which is more robust to the estimation error of the tensor principal direction by taking into account the direction probability distribution function given by an anatomically adaptive voxel neighborhood. The proposed scheme, as can be validated from the experiments, results in more robust and accurate matching in a lesser amount of time.

Compared with our previous work TIMER [13], which has been shown to yield significant improvement over state-of-the-art methods [10], [19], F-TIMER incorporates the following improvements.

1) Soft assignment, where multiple correspondences are permitted so that more robust matching can be achieved by leveraging the concerted effort of multiple matching candidate points.

2) Thin-plate-spline (TPS) interpolation, where the transformations of the nonlandmark points can be estimated more quickly and more reliably. In regions where landmarks are too sparse, the Gaussian transformation propagation scheme employed in TIMER prevents the building up of transformation field and hence slows down convergence to the final solution.

3) Nonmaximum suppression based landmark thinning, where a more even distribution of landmark points throughout the brain is obtained to prevent dominance of landmarks in certain regions of the brain. Performance comparison between F-TIMER and TIMER will be provided in Section III.

The rest of the paper is organized as follows. In Section II, we describe the working mechanism of F-TIMER. Attribute vector design, landmark selection, correspondence matching, and dense transformation estimation are detailed. Section III gives the experimental validation of F-TIMER. Section IV concludes this paper.

II. METHODS

We start off this section by summarizing the attribute vector employed in F-TIMER (Section II-A) and also the relevant measures for gauging the similarity of attribute vectors given by different voxels (Section II-B). More details about these two aspects can be found in [13]. We next describe how, out of all the voxels in the brain volume, a subset of voxels can be selected as the landmarks for registration guidance (Section II-C). Based on these landmarks, we show how correspondences can be located, and how a dense transformation can be estimated (Section II-D) with the help of thin-plate splines (Section II-E). Finally, we address some implementation issues (Section II-F) and provide a summary of F-TIMER (Section II-G). A summary of the notations used in this paper is given in Table I.

A. Attribute Vectors

F-TIMER, identical to TIMER [13], characterizes a voxel using three different types of features: 1) regional features $\mathbf{a}^{\text{Reg}}(\mathbf{x})$ (means and variances), 2) edge features $\mathbf{a}^{\text{ExEd}}(\mathbf{x})$ (tensor edges and FA map edges), and 3) geometrical features $\mathbf{a}^{\text{Geo}}(\mathbf{x})$ (FA values and principal diffusivities), where $r$ denotes the scale at which the features are calculated. These features, $\mathbf{a}(\mathbf{x}) = \left[ \mathbf{a}^{\text{Reg}}(\mathbf{x}), \mathbf{a}^{\text{ExEd}}(\mathbf{x}), \mathbf{a}^{\text{Geo}}(\mathbf{x}) \right]$, are computed in three different scales $r \in \{\text{Fine, Middle, Coarse}\}$ and are grouped, for each voxel $\mathbf{x}$, into an attribute vector

$$\mathbf{a}(\mathbf{x}) = \left[ \mathbf{a}^{\text{Fine}}(\mathbf{x}), \mathbf{a}^{\text{Middle}}(\mathbf{x}), \mathbf{a}^{\text{Coarse}}(\mathbf{x}) \right]. \quad (1)$$

In the following, we describe $\mathbf{a}^{\text{Reg}}(\mathbf{x})$, $\mathbf{a}^{\text{ExEd}}(\mathbf{x})$, $\mathbf{a}^{\text{Geo}}(\mathbf{x})$, and also measures for gauging attribute vector similarity. More details can be found in [13].
1) Regional Features: Spatial structural information can be captured by computing tensor distribution statistics in a regional voxel neighborhood. Utilizing Log-Euclidean metrics [20], we define the regional mean in the neighborhood $\mathcal{N}(x)$ of voxel $x$ as

$$M(x) = \exp \left[ \frac{1}{|\mathcal{N}(x)|} \sum_{z \in \mathcal{N}(x)} \log \left( \mathbf{D}(z) \right) \right]$$

(2)

where $\mathbf{D}(x)$ is the tensor pertaining to voxel $x$, and $|\mathcal{N}(x)|$ indicates a quantity in the log space. From the regional mean $M(x)$, the principal diffusivities can be computed

$$\lambda_1^{(M)}(x) \geq \lambda_2^{(M)}(x) \geq \lambda_3^{(M)}(x)$$

(3)

where $\lambda_k^{(M)}(x)$ represents the $k$th largest eigenvalue of matrix $M(x)$. Similarly, we define the regional variance as

$$V(x) = \left[ \frac{1}{|\mathcal{N}(x)|} \sum_{z \in \mathcal{N}(x)} \left( \log (\mathbf{D}(z)) - \log (M(x)) \right)^2 \right]$$

(4)

and the principal variabilities as

$$\lambda_1^{(V)}(x) \geq \lambda_2^{(V)}(x) \geq \lambda_3^{(V)}(x)$$

(5)

These eigenvalues are scaled according to the following equation to yield their mean normalized values:

$$\tilde{\lambda}_k^{(V)}(x) = \frac{\lambda_k^{(V)}(x)}{\sum_{k=1}^{3} \lambda_k^{(M)}(x)}$$

(6)

where we have used $M^2$ instead of $M$ to match the dynamic range of $V$. The regional features are computed for each scale $r$, and are grouped into

$$\mathbf{a}_r^{\text{Reg}}(x) = \left[ \lambda_1^{(M)}(x), \lambda_2^{(M)}(x), \lambda_3^{(M)}(x), \lambda_1^{(V)}(x), \lambda_2^{(V)}(x), \lambda_3^{(V)}(x) \right]$$

(7)

2) Edge Features: Extracting edge information from the DT images is crucial for accurate alignment of tissue boundaries. We extract two types of edges, one directly from tensors, $H^{\text{Tensor}}(x)$, and the other from the fractional anisotropy (FA) map, $H^{\text{FA}}(x)$. Note that tensor edge detection is performed in the logarithmic space [20]. For scale $r$, the edge features are grouped into

$$\mathbf{a}_r^{\text{Edge}}(x) = \left[ H^{\text{Tensor}}(x), H^{\text{FA}}(x) \right]$$

(8)

3) Geometrical Features: The rest of the features used in F-TIMER include the fractional anisotropy $FA(x)$ and the principal diffusivities $\lambda_1^{(D)}(x) \geq \lambda_2^{(D)}(x) \geq \lambda_3^{(D)}(x)$, which characterize the geometrical shape of the tensor ellipsoid. For scale $r$, the geometrical features are grouped into

$$\mathbf{a}_r^{\text{Geo}}(x) = \left[ FA_r(x), \lambda_1^{(D)}(x), \lambda_2^{(D)}(x), \lambda_3^{(D)}(x) \right]$$

(9)

B. Similarity Measures

Prior to computing the attribute vector similarity, we normalize the elements of the attribute vectors to have a range of $[0, 1]$

$$\lambda_1^{(M)}(x) = \frac{\lambda_1^{(M)}(x)}{\max_{x \in \Omega} \lambda_1^{(M)}(x)}$$

$$\lambda_2^{(M)}(x) = \frac{\lambda_2^{(M)}(x)}{\max_{x \in \Omega} \lambda_2^{(M)}(x)}$$

$$\lambda_3^{(M)}(x) = \frac{\lambda_3^{(M)}(x)}{\max_{x \in \Omega} \lambda_3^{(M)}(x)}$$

$$H^{\text{Tensor}}(x) = \frac{H^{\text{Tensor}}(x)}{\max_{x \in \Omega} H^{\text{Tensor}}(x)}$$

$$H^{\text{FA}}(x) = \frac{H^{\text{FA}}(x)}{\max_{x \in \Omega} H^{\text{FA}}(x)}$$

where $\Omega$ is the tensor image volume. The FA values, $FA_r(x)$, are already in the range of $[0, 1]$ and hence no further normalization is needed. In actual implementation, we use the 99th-percentile instead of the maximum to avoid outlier. For a template voxel $x_T$ with attribute vector $a_T(x_T)$ and a subject voxel $x_S$ with attribute vectors $a_S(x_S)$, their voxel similarity is defined as $\text{sim}(a_T(x_T), a_S(x_S)) = \Pi_I(1 - \left| a_{T,i}(x_T) - a_{S,i}(x_S) \right|)$, where $a_{T,i}(x)$ and $a_{S,i}(x)$ are the $i$-th elements of $a_T(x)$ and $a_S(x)$, respectively. For robust correspondence matching, rather than computing the similarity on a voxel-to-voxel basis, we compare the similarity of the voxels in the neighborhood of $x_T$ with that of $x_S$, and vice-versa. For a voxel $z$ in the neighborhood of $x_T$ in the template space, the distance $d(z, x_T)$ corresponds to $\Delta_S(z, x_T) = f(z) - f(x_T)$ in the subject space, as defined by the nonrigid transformation $f$. Likewise, for voxels $z$ and $x_S$ in the subject space, their corresponding distance in the template space is $\Delta_T(z, x_S) = f^{-1}(z) - f^{-1}(x_S)$. We can hence define the regional similarity measures, in both forward and reverse directions, as

$$\text{sim}_{T\rightarrow S}(x_T, x_S) = \sum_{z \in n_T(x_T)} \frac{m(a_T(z), a_S(x_S + \Delta_S(z, x_T)))}{|n_T(x_T)|}$$

$$\text{sim}_{S\rightarrow T}(x_T, x_S) = \sum_{z \in n_S(x_S)} \frac{m(a_T(x_T + \Delta_T(z, x_S)), a_S(z))}{|n_S(x_S)|}$$

where $n_T(\cdot)$ and $n_S(\cdot)$ denote the respective neighborhoods, and $|n(\cdot)|$ is the cardinality of set $n(\cdot)$. Fig. 1 gives an graphical illustration of the forward regional similarity measure. These regional similarity measures are used to optimize the ASSAP energy function (10), which will be discussed in Section II-D.

C. Landmark Selection

Brain images for medical study are inherently high dimensional and computations involved in registering these images can be prohibitive. In order to overcome this, out of all possible voxels $X_T = \{x_T(t) : x_T(t) \in \Omega_T \}$ for the template, and
\[ X_S = \{ x_S(s) : x_S(s) \in \Omega_S \} \] for the subject, where \( \Omega_T, \Omega_S \subset \mathcal{R}^3 \) are the template and subject volumes respectively, we select as landmarks a subset of voxels with more distinctive attribute vectors \( X_T(k) = \{ x_T(t; k) : t = 1, \ldots, N_T(k) \} \subset X_T \) and \( X_S(k) = \{ x_S(s; k) : s = 1, \ldots, N_S(k) \} \subset X_S \) at iteration \( k \) of the registration for correspondence matching. As the registration progresses, an increasing number of landmarks are used to refine the registration. Besides the obvious benefit of making the correspondence matching problem more feasible, this approach also helps mitigate the problem of local minima. Selecting an initial smaller number of landmarks essentially means that we are now solving a lower-degrees-of-freedom approximation of the transformation, and is hence less prone to be trapped by local minima. As more landmarks start to participate, transformation of increasing complexity can be estimated. F-TIMER selects as landmarks a combination of voxels with the highest tensor edge magnitudes \( (H_T^{\text{Tensor}}(x) > \alpha_T^{\text{max}}) \), FA map edge magnitudes \( (H_T^{\text{FA}}(x) > \alpha_T^{\text{max}}) \), and FA values \( (\text{FA}(x) > \alpha^{\text{FA}}) \), since these voxels represent important anatomical structures, and are relatively easy to locate in images with sufficient contrast. The values of \( \alpha_T^{\text{max}}, \alpha_T^{\text{max}} \), and \( \alpha^{\text{FA}} \) are initially high, but are progressively lowered to allow more voxels to participate in correspondence matching as registration progresses.

To ensure that the landmarks are evenly distributed and that each local region of the brain image is not overcrowded with possibly confounding landmarks, we employ in the initial stages of the registration a landmark thinning scheme where, for each candidate landmark point, we compare its saliency (in terms of tensor edge magnitude, FA map edge magnitude and FA value) with its surrounding points and will only keep the current landmark if it has the maximal local saliency. This is illustrated in Fig. 2. Such a scheme is lacking in TIMER [13], where unbalanced dominance of landmarks in certain regions of the brain might occur. Note that we also allow landmark thinning only in the initial stage of the registration where the correspondence and hence the transformation is still relatively uncertain. Upon estimating a robust estimation of the transformation, we will stop the thinning process and allow all landmarks to participate in refining the registration. This is especially important for the cortical grey-matter/white-matter boundaries, where typically more landmarks are required to achieve satisfactory spatial alignment.

\section{Correspondence Matching and Transformation Estimation}

The determination of the nonrigid spatial mapping can be cast into an ASSAP. We adopt a hierarchical strategy in minimizing the related energy function. At each iteration \( k \), the active landmarks consist of a subset of voxels \( X_T(k) \subset X_T \) from the template and in \( X_S(k) \subset X_S \) from the subject. Our goal is to find the optimal correspondence matrices \( \hat{P}_T(k) \) and \( \hat{P}_S(k) \) and an optimal spatial transformation \( f \) by minimizing energy function

\[ E(\hat{P}_T(k), \hat{P}_S(k), f) = E(\hat{P}_T(k), f) + E(\hat{P}_S(k), f) \\
+ E(\hat{P}_T(k)) + E(\hat{P}_S(k)) + E(f). \quad (10) \]

The constituent terms are explained as follows.

- **Forward Matching**: We would like to align the landmarks in \( X_T(k) \) and the voxels with high similarity in \( X_S \) as closely as possible. At the same time, voxels with high similarity but are located far away in the subject space should not be allowed to match since such matching is biologically infeasible. Naturally, a voxel pair \( x_T(t; k) \) and \( x_S(s) \) satisfying these conditions will be deemed a more probable match and given a higher probability \( p(t, s; k) \) in the energy function. This can be realized with (11), shown at the bottom of the page, where \( \hat{P}_T(k) = \{ pt(t, s; k) \} \).

- **Backward Matching**: We require mapping \( f \) to be consistent in that equal consideration is given to correspondence matching from the points of view of both the template and the subject in determining \( f \). This is to avoid bias towards the template or the subject, and to avoid local minima resulting from correspondence ambiguity. We thus require similar matching in the template space by incorporating a symmetric energy function term (12), shown at the bottom of the page, where \( \hat{P}_S(k) = \{ ps(t, s; k) \} \).

- **Soft Assignment**: Soft correspondence are permitted in the initial stages of the registration so that the energy function

\[ E(\hat{P}_T(k), f) = \sum_{t=1}^{N_T(k)} \sum_{s \in x_T(t; k) \in \Omega_T} p_T(t, s; k) \left\{ \| f(x_T(t; k)) - x_S(s) \|^2 - \log \left[ \sin\theta_T - s \left( x_T(t; k), x_S(s) \right) \right] \right\} \quad (11) \]

\[ E(\hat{P}_S(k), f) = \sum_{t \in x_T(k) \in \Omega_T} \sum_{s=1}^{N_S(k)} p_S(t, s; k) \left\{ \| x_T - f^{-1}(x_S(s; k)) \|^2 - \log \left[ \sin\theta_S - s \left( x_T, x_S(s; k) \right) \right] \right\} \quad (12) \]
is smooth and better behaved. Towards the end of the registration, more exact one-to-one correspondence is enforced.

This is realized by energy terms:

\[
E(\mathbf{P}_T(k)) = \gamma \sum_{t=1}^{N_T(k)} \sum_{s \in \Omega_s} \log(p_T(t, s; k))
\]

\[
E(\mathbf{P}_S(k)) = \gamma \sum_{t \in \Omega_T} \sum_{s=1}^{N_S(k)} \log(p_S(t, s; k)).
\]

Parameters \(\gamma\) controls the degree of fuzziness of the matching. It has initially high values, encouraging fuzzy matching, and later progressively lower values, which enforce exact matching.

- **Transformation Regularization**: Mapping \(f\) is required to be smooth so as to preserve the topology and to avoid arbitrary mapping of nonlandmark voxels. This is enforced by energy term: \(E(f) = \beta ||\mathcal{L}f||^2\). \(\mathcal{L}\) is an operator which aids in measuring the bending energy. \(\beta\) is a weighting factor which is decreased throughout the registration to allow \(f\) to model deformation of increasing complexity.

In what follows we will describe an optimization strategy to minimize (10), which basically alternates between correspondence matching (Step 1) and dense transformation estimation (Step 2). We first fix \(f\) and solve for \(\mathbf{P}_T(k)\) and \(\mathbf{P}_S(k)\) by letting \(\partial E(\mathbf{P}_T(k), \mathbf{P}_S(k), f)/\partial p_T(t, s; k) = 0, \partial E(\mathbf{P}_T(k), \mathbf{P}_S(k), f)/\partial p_S(t, s; k) = 0\) (Step 1). We then fix \(\mathbf{P}_T(k)\) and \(\mathbf{P}_S(k)\), and solve for \(f\) using TPS (Step 2).

- **Step 1: Correspondence Matching**: The correspondence matrices \(\mathbf{P}_T(k)\) and \(\mathbf{P}_S(k)\) can be updated as follows:

\[
p_T(t, s; k) = \operatorname{sim}_{T \leftarrow S}(\xi_T(t), \xi_S(s)) \times e^{-||f(\xi_T(t; k)) - \xi_S(s; k)||^2 / \gamma}
\]

\[
p_S(t, s; k) = \operatorname{sim}_{S \leftarrow T}(\xi_T(t), \xi_S(s; k)) \times e^{-||\xi_T(t; k) - f^{-1}(\xi_S(s; k))||^2 / \gamma}
\]

\[
p_T(t, s; k) \leftarrow \frac{p_T(t, s; k)}{\sum_{s \in \Omega_S} p_T(t, s; k)}
\]

\[
p_S(t, s; k) \leftarrow \frac{p_S(t, s; k)}{\sum_{t \in \Omega_T} p_S(t; s; k)}.
\]

- **Step 2: Dense Transformation Estimation**: After dropping the terms independent of \(f\), we need to solve a least-squares problem by minimizing the following with respect to \(f\):

\[
\min_f \left\{ \sum_{t=1}^{N_T(k)} \sum_{s \in \Omega_S} p_T(t, s; k) ||f(\xi_T(t; k)) - \xi_S(s)||^2 \right. \]

\[
+ \sum_{t \in \Omega_T} \sum_{s=1}^{N_S(k)} p_S(t, s; k) ||\xi_T(t) - f^{-1}(\xi_S(s; k))||^2 \\
+ \beta ||\mathcal{L}f||^2 \right\}
\]

which, as it stands, is very cumbersome. A slightly different form is implemented, shown in (16) at the bottom of the page, where

\[
\xi_T(t; k) = \sum_{s \in \Omega_S} p_T(t, s; k) \xi_S(s)
\]

\[
\xi_S(s; k) = \sum_{t \in \Omega_T} p_S(t, s; k) \xi_T(t),
\]

The variables \(\xi_T(t; k)\) and \(\xi_S(s; k)\) can be seen as the newly estimated locations in the subject and template.

\[
\min_f E(f) = \min_f \left\{ \sum_{t=1}^{N_T(k)} ||f(\xi_T(t; k)) - \xi_T(t; k)||^2 + \sum_{s=1}^{N_S(k)} ||f(\xi_S(s; k)) - \xi_S(s; k)||^2 + \beta ||\mathcal{L}f||^2 \right\}
\]
spaces, which correspond to $\mathbf{x}_T(t; k)$ and $\mathbf{x}_S(s; k)$, respectively. The above equation can be solved using TPS fitting [16], which essentially minimizes the geometrical distance of the corresponding voxels and, at the same time, minimizes the bending energy $||L f||^2$ [21]

$$||L f||^2 = \sum_{l_1, l_2, b=0, 1, 2} \frac{2!}{l_1!l_2!b!} \int \int \frac{\partial^2 f}{\partial x_1^2 \partial x_2^2 \partial x_3^b} dx_1 dx_2 dx_3$$

(18)

where we have assumed a 3-D Cartesian coordinate system defined in the directions of $x_1$, $x_2$, and $x_3$.

E. Thin-Plate Spline (TPS)

For TPS [22] calculation, each point $\mathbf{x}_t(k)$ is represented as a row vector $\mathbf{u}_t(t) = (1, \mathbf{x}_t, \mathbf{x}_T(t; k), \mathbf{x}_S(t; k))$, where $\mathbf{x}_t, \mathbf{x}_T(t; k), \mathbf{x}_S(t; k)$ are the individual elements of vector $\mathbf{x}_t(k)$, and $\mathbf{U}_t$ is an $[N_T(k) + N_S(k)] \times 4$ matrix formed by stacking all $\mathbf{x}_t(k)$ and $\mathbf{x}_S(s; k)$ together. Matrix $\mathbf{U}_S$ is built the same way by stacking all $\mathbf{x}_S(s; k)$ and $\hat{\mathbf{x}}_T(t; k)$. A unique solution of $f$ satisfying (16), with a slight abuse of notation, is parameterized by two matrices $\mathbf{A}$ and $\mathbf{W}$ as

$$f(\mathbf{u}_t(t)) = \mathbf{u}_t(t)\mathbf{A} + \mathbf{K}(\mathbf{u}_t(t))\mathbf{W}$$

(19)

where $\mathbf{A}$ is a 4 x 4 matrix representing the affine transformation and $\mathbf{W}$ is an $[N_T(k) + N_S(k)] \times 4$ matrix representing the non-affine transformation. $\mathbf{K}(\mathbf{u}_t(t))$ is a row vector with each entry $K_s(\mathbf{u}_t(t)) = ||\mathbf{u}_t(s) - \mathbf{u}_t(t)||$, for $s = 1, \ldots, N_T(k) + N_S(k)$. All $\mathbf{K}(\mathbf{u}_t(t))$, $t = 1, \ldots, N_T(k) + N_S(k)$, when stacked together, form the TPS kernel $\mathbf{K}$. Applying QR decomposition [23] to $\mathbf{U}_t$

$$\mathbf{U}_t = (\mathbf{Q}_t\mathbf{Q}_2)\begin{pmatrix} \mathbf{R} \\ \mathbf{0} \end{pmatrix}$$

(20)

we can obtain the optimal solution for $\mathbf{A}$ and $\mathbf{W}$ as [17], [22]

$$\mathbf{W} = \mathbf{Q}_2(\mathbf{Q}_2^T\mathbf{K}\mathbf{Q}_2 + \beta\mathbf{I})^{-1}\mathbf{Q}_2^T\mathbf{U}_S$$

(21)

$$\mathbf{A} = \mathbf{R}^{-1}\mathbf{Q}_2^T(\mathbf{U}_S - \mathbf{KW})$$

(22)

To avoid unphysical reflection mappings, we follow the advice in [17] and add a constraint

$$\xi \text{trace} \left\{ [\mathbf{A} - \mathbf{I}]^T[\mathbf{A} - \mathbf{I}] \right\}$$

(23)

to the energy function (16), which penalizes the residual part of $\mathbf{A}$ which differs from an identity matrix $\mathbf{I}$. The formula for $\mathbf{A}$ can be rewritten as the following to reflect the constraint:

$$\mathbf{A} = (\xi\mathbf{I} + \mathbf{R}^T\mathbf{R})^{-1} \left[ \mathbf{R}^T \mathbf{Q}_2^T(\mathbf{U}_S - \mathbf{KW}) + \xi \mathbf{I} \right]$$

(24)

F. Implementation Issues

The correspondence matrices $\mathbf{P}_T(k)$ and $\mathbf{P}_S(k)$ describe, at iteration $k$, the matching probability of certain points in $\mathbf{X}_T(t)$ with points in $\mathbf{X}_S(k)$. Early and principled rejection of overly weak matches, i.e., outliers, can help reduce the computation time by passing over points that could not possibly match. This is realized by setting $p_T(t; s; k)$ or $p_S(t; s; k)$ (prior to normalization) falling below a predefined threshold to zero. A small value for $p_T(t; s; k)$ or $p_S(t; s; k)$ implies two things: 1) landmark points are too far apart, and 2) there is an anatomical mismatch between the points. In either case, unprincipled allowance of matching will be detrimental to the topology, and also cause matching of anatomically unrelated points. Unlike the approach taken by Chui and Ranjaraian [17], the attribute vector attached to each voxel gives us an added layer of information for more effective outlier rejection. Specifically, the implementation of (14) as it is is computationally prohibitive, since it involves exhaustive search of the whole brain volume. The above observations, however, make practical implementation much more feasible. Firstly, for each landmark, similarity comparison can be limited to a small local region since the influence of the candidate voxels is decaying exponentially with distance, and overly far voxels can be excluded from consideration. From (14), it can be seen that parameters $\gamma$ controls the range of influence when updating the correspondence matrices. Taking $\gamma$ as a variance, we can disregard the influence of voxels two variances away. We set $\gamma$ to be initially the square of the maximal allowable radius of influence (e.g., 4 mm) and decrease this value gradually when the registration progresses. Secondly, voxels with similarity below a certain threshold can also be left out. This implies less voxels need to be considered when estimating the transformation, which is crucial to keep the matrix inversion and distance computation steps computationally tractable.

The direct implementation of (20) poses as a problem since the size of matrix $\mathbf{U}_T ([N_T(k) + N_S(k)] \times 4)$ can be prohibitively large. One simple remedy to this is to perform TPS interpolation in a block-wise fashion. Specifically, the brain is parcelated into equally sized blocks and for each block, TPS is performed independently. To avoid blocking artifacts, the blocks are allowed to partially overlap and values estimated in the overlapped regions are averaged.

We also note here that the registration is performed in a multiscale fashion, where the image is first downsampled to a lower dimension to estimate a coarse transformation for use in a higher dimension. This ensures that the transformation is robust to image noise and at the same time helps reduce the computation cost. In our implementation we use three different levels of granularity: quarter and half dimensions, and also the original dimension itself.

G. Summary of F-TIMER

A flowchart summarizing the working mechanism of F-TIMER is shown in Fig. 3. Detailed description of the major steps follows.

- **Step 1: FA Map Based Affine Registration.** Transform the subject DT image to the template space using global affine transformation parameters computed based on the template and the subject FA maps. Reorient the tensors [18] of the transformed subject image.

- **Step 2: Attribute Vector Computation.** Compute an attribute vector $\mathbf{a}_T(\mathbf{x}_T(t))$ for each voxel $\mathbf{x}_T(t)$.
(x_S(s)) in the template (subject) tensor volume \( \Omega_T \) (\( \Omega_S \)). Each attribute vector consists of the tensor edge magnitude, the FA map edge magnitude, the FA value, the principal diffusivities, the tensor mean principal diffusivities, and also the principal variabilities.

**Step 3: Landmark Selection.** Determine a set of landmarks based on the highest tensor edge magnitudes (\( H^T_{\text{Tensor}}(x) > \alpha^T_{\text{Tensor}} \)), FA map edge magnitudes (\( H^F_{\text{FA}}(x) > \alpha^F_{\text{FA}} \)), and FA values (\( F_A(x) > \alpha^F_{\text{FA}} \)). The thresholds \( \alpha^T_{\text{Tensor}}, \alpha^F_{\text{Tensor}}, \alpha^F_{\text{FA}} \) are progressively relaxed to allow more landmarks to participate as the registration progresses. Nonmaximum suppression based landmark thinning is performed to thin the landmarks by ensuring only the most distinctive landmark is selected in a local region. This also helps to even out the distribution of landmarks throughout the brain volume.

**Step 4: Correspondence Matching.** Update the correspondence matrices \( P_T(k) \) and \( P_S(k) \) according to (14), with outlier rejection and landmark refinement. Estimates \( x_T(k) \) and \( x_S(s; k) \) are computed using (17).

**Step 5: Dense Transformation Estimation.** Solve for the TPS parameters \( W \) and \( A \) using (21) and (24), respectively, and obtain the dense transformation \( f \) using (19). Goto Step 4 until the limit of iteration \( k \) is reached.

**Step 6: Subject Image Morphing and Tensor Reorientation.** Morph the subject DT image to the template space according to the determined transformation. Tensor reorientation is performed using the method presented in [18].

### III. EXPERIMENTAL RESULTS

We evaluated the performance of F-TIMER on both real and simulated human brains, and also on mouse brains. We present five validation experiments. Section III-B examines the registration accuracy of F-TIMER based on visual inspection and also manually labeled landmarks. Section III-C evaluates the registration accuracy based on a set of simulated data with known ground truth. Section III-D gives a quantitative measurement of the smoothness of the estimated deformation field. Section III-E performs a tractography based evaluation. Finally, Section III-F gauges the performance of F-TIMER on mouse data. It is worth noting that for an image of size 256 \( \times \) 256 \( \times \) 70, registration using F-TIMER takes approximately 15 min\(^1\) on a 2.66 GHz Linux machine, compared to 210 min using [19], 60 min using [10], and 90 min using TIMER [13].

#### A. Dataset

1) **Human:** The dataset consisted of diffusion tensor images of 22 subjects, acquired using a 1.5 T scanner. Each of the image was acquired using 30 gradient directions with diffusion weighting \( b = 700 \text{s/mm}^2 \) (NEX = 2). The imaging dimension was 256 \( \times \) 256 with a rectangular field-of-view (FOV) of 240 \( \times \) 240 mm\(^2\) and image resolution of 0.9375 mm \( \times \) 0.9375 mm \( \times \) 2.5 mm. All of the diffusion tensor data, as well as the derived scalar maps, were skull-stripped to extract the brain parenchyma before they were used in the experiments.

2) **Mouse:** The mouse images [24], [25] were acquired using a 9.4 T scanner. Parameters for the diffusion-weighted

\(^1\)5 min for a typical 128 \( \times \) 128 \( \times \) 64 diffusion tensor image.
imaging were: FOV = 8 – 16/8 – 10/8 – 10 mm, 3D imaging matrix = 128 × 80 × 80, TE = 34 ms, TR = 800 ms, six independent directions with \( b = 1000 \text{ s/mm}^2 \), and two additional images with a minimal diffusion weighting \( (b = 50 \text{ s/mm}^2) \). Two signal averages were used. Native image resolutions ranged from 62.5 × 100 × 100 \( \mu \text{m}^3 \) to 125 × 125 × 125 \( \mu \text{m}^3 \). All images were resampled to resolution 100 × 100 × 100 \( \mu \text{m}^3 \) and dimension 256 × 256 × 150. DTI reconstruction and processing similar to that of the human brain data were applied.

### B. Real Subjects

One subject was selected from the dataset and taken as the template. 21 subjects were then registered onto this template. By averaging all the registered images, we could visually inspect the accuracy of the registration, as shown in Fig. 4. It can be observed that for the FA map based affine registered images (using FLIRT [26]), their average image [Fig. 4(b)] is fuzzy especially in areas near the cortical region. In comparison, registration with F-TIMER gives an average image [Fig. 4(c)] which shows much improved sharpness.

For a more quantitative assessment of the registration accuracy, we labeled, on the 21 images and the template, seven landmarks on major and minor white matter tracts. After alignment of the images, the estimated deformation fields were used to warp the landmarks. The Euclidean distances between the landmarks on the 21 aligned images and those on the template were then measured as an indication of registration accuracy. Finally, we performed a set of paired \( t \)-tests between the values given by F-TIMER and TIMER to test whether the difference in registration accuracy was significant. TIMER was set to use its default parameters, and we especially note that it was allowed to perform a full number of iterations as in [13]. The \( p \) value given by the \( t \)-test for each landmark, 0.1748, 0.4771, 0.6046, 0.5629, 0.9135, 0.5645, 0.9430, indicates that there was no significant difference between the registration accuracy given by F-TIMER and TIMER, even though F-TIMER completed the registration using a much lower amount of time.

### C. Simulated Subjects

To further evaluate the accuracy of F-TIMER, we generated 20 simulated deformation fields using the statistical model of deformation (SMD) proposed by Xue et al. [27] to obtain a set of simulated brains with known deformation. Note that SMD was originally proposed for structural images (T1-weighted images in particular). For our case, we generated the set of deformation fields based on a T1 image which was coregistered with the DTI template.

One human brain was chosen from the dataset as the template and the 20 simulated deformation fields, which also served as the ground truths, were applied to the template, resulting in 20 simulated human brains. These 20 simulated brains were then registered back onto the template. The deformation fields estimated by the registration were compared with the ground truths. The accuracy of the estimated deformation fields were evaluated by the average difference \( \mu_d \) and the standard deviation (SD) \( \sigma_d \) of the two deformation fields, i.e., [4]

\[
\mu_d = \frac{1}{|\Omega|} \sum_{\mathbf{x} \in \Omega} \| f^g_\Omega(\mathbf{x}) - f^c_\Omega(\mathbf{x}) \| 
\]

and

\[
\sigma_d = \sqrt{\frac{1}{|\Omega|} \sum_{\mathbf{x} \in \Omega} (\| f^g_\Omega(\mathbf{x}) - f^c_\Omega(\mathbf{x}) \| - \mu_d)^2 } 
\]

where \( \| \cdot \| \) is the Euclidean distance, \(|\Omega|\) the number of voxels in the brain image volume \( \Omega \), and \( f^g_\Omega(\mathbf{x}), f^c_\Omega(\mathbf{x}) \) the template-to-subject deformation vectors at location \( \mathbf{x} \) of the ground truth deformation field and the estimated deformation field, respectively.

By progressively increasing the iteration in both algorithms (8, 16, 24, 32 iterations), we obtained the graphs shown in Fig. 5. Observe from Fig. 5(a) that F-TIMER converges in accuracy much faster than TIMER. In fact, the difference between the first and the last values yielded by F-TIMER is statistically insignificant \( (p = 0.1418) \). This validates the fact that the robustness of our framework permits more confident progression of the registration towards the “optimal” solution. In contrast, TIMER lacks such robust mechanism and it has to be more cautious in each.
Fig. 6. Deformation field errors for different regions of the brain.

step, resulting in slower convergence. The lower standard deviations of errors given by F-TIMER, shown in Fig. 5(b) indicate that the deformation field estimation errors are more consistent throughout the brain and are hence less affected by different brain structures.

A more detailed region specific summary of the error is provided in Fig. 6. The number of iterations of F-TIMER and TIMER were set so that the two algorithms complete the registration in the same amount of time, i.e., approximately 15 min. The results indicate that F-TIMER performs better than TIMER in all regions.

D. Bending Energy

TIMER uses a Gaussian propagation scheme to estimate the dense transformation from the sparse transformations given by a set of sparse landmarks. This might be problematic when the landmarks are unevenly distributed, causing some regions of the brain to be devoid of landmarks. Transformation estimates for these regions can be slow to build up and cause bumpiness due to “holes” in the deformation field. The landmark thinning scheme incorporated in F-TIMER solves part of the problem by ensuring a more even distribution of landmarks.
The TPS interpolation scheme works hand-in-hand to ensure the smoothness of the deformation field, which is important for preserving the anatomical topology of the brain while morphing the image. Fig. 7 shows the bending energy (18) distributions for F-TIMER and TIMER. The distributions are obtained from the average bending energy value at each voxel of the 20 simulated images. For the sake of fairness, we compared F-TIMER and TIMER at the point where both algorithms gave the same deformation error at 1.11 mm. Note that to reach this level of accuracy, TIMER requires approximately 90 min as opposed to 45 min required by F-TIMER. It can be seen from the figure that F-TIMER has a larger fraction of voxels with bending energies distributed close to zero, indicative of the smoothness of the estimated deformation field. It can hence be concluded that F-TIMER is able to achieve higher registration accuracy with a smoother deformation field, and at a shorter amount of time (half of that needed by TIMER).

E. Fiber Tracking

Using a tractography method known as FACT [28], fiber bundles passing through some regions of interest (ROIs) were tracked, extracted, and compared for quantifying the registration accuracy of F-TIMER. Based on the simulated data generated above, we present here two sets of results. ROIs were selected so a fiber bundle residing in the genu, splenium, and body of the corpus callosum (CC) could be extracted for comparison. The fiber bundles are shown in Fig. 8. Fiber tracking was performed in DTI Studio [28], with the FA start tracking threshold set to 0.25 and the FA stopping threshold set to 0.2. A turning angle of 60° stops the tracking. The same fiber tracking procedure was performed on the F-TIMER registered simulated brains and also the template itself. By comparing the similarity of the fiber tract bundles, we could gauge the effectiveness of F-TIMER in registering the images. The distance of two fiber bundles was then measured in a way similar to that used in [10]. The distance measure is defined as

\[
\frac{1}{|\mathcal{F}| + |\mathcal{G}|} \left[ \sum_{F_i \in \mathcal{F}} \min_{G_j \in \mathcal{G}} d(F_i, G_j) + \sum_{G_j \in \mathcal{G}} \min_{F_i \in \mathcal{F}} d(F_i, G_j) \right]
\]

(27)

where \(d(F_i, G_j)\) is a pairwise distance between fibers \(F_i \in \mathcal{F}\) and \(G_j \in \mathcal{G}\), which in our case, is defined as the mean of the closest distance for every point of two fibers [29]. When two fiber bundles are perfectly aligned, the value returned is zero. This measure approximately establishes anatomic correspondences between points along fibers of different subjects. We compared the performance of F-TIMER with TIMER at its “optimal” number of iterations as was utilized in [13]. The results, shown in Table II, indicate that TIMER, while taking a larger amount of time, does not yield significantly better performance when compared to F-TIMER. Paired t-tests performed using individual fiber bundle distances of the 20 subjects do not show significant statistical difference between the two groups of results.

F. Mice

F-TIMER was also applied to align postnatal mouse brain images. Six images were registered onto a template, and by voxel-wise averaging of the aligned images, an atlas was formed. These mouse images show large changes due to brain growth. There are also tissue contrast changes between mice of earlier and older days, which make the registration difficult. Fig. 9 shows some typical slices in axial, coronal and sagittal views of the color-coded FA maps of the template and the atlas. The sharpness of the atlas indicates that good spatial alignment can be achieved using F-TIMER although it is designed predominantly for human brain images. To further demonstrate the accuracy of the spatial alignment, we extracted the white matter edges of the atlas from its FA map and superimposed them on the corresponding template FA image, as shown in Fig. 10.
Fig. 9. Axial, coronal, and sagittal views of the template (top panels) and atlas (bottom panels) of the mouse data. The atlas was created by averaging the aligned images. The FA weighted first principal directions are shown in their color coded representations: green for the anterior–posterior direction, blue for the superior–inferior direction, and red for the left–right direction.

Fig. 10. White matter edges generated from the FA map of the atlas overlaid on the template. Three different axial slices are shown. The proper alignment of the edges is indicative of good registration accuracy.

IV. CONCLUSION

In this paper, we propose an accurate and fast registration algorithm called F-TIMER. F-TIMER extracts distinctive features from a diffusion tensor image—drawing on multiscale tensor regional and boundary information—as automated structural landmarks. Employing these landmarks to minimize an ASSAP related energy function, a smooth, topology preserving, and consistent transformation can be derived. Experimental results show that F-TIMER can achieve sufficiently good accuracy with a relatively low computation cost. Compared with TIMER, F-TIMER gives comparable accuracy, albeit in a shorter amount of time. With a computation cost of 15 min per $256 \times 256 \times 70$ image, the performance of F-TIMER is promising for practical utilization in the clinical scenario.
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