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Upselling is offering an additional product to a customer who just made a purchase. Most catalogers and online sellers in addition to some traditional retailers use upselling. One of the reasons that firms use upselling is to clear inventories of slow-moving items. We investigate the pricing and discounting questions for such an item, which we call the promotional product. In our model, an arriving customer may purchase this promotional product or one of the other products that the firm sells. If the customer purchases one of the other products, the promotional product is offered to the customer, possibly with a discount. While deciding whether to offer a discount and, if so, how big a discount to offer, the firm uses the information that the customer has just bought a certain product with a certain price. We investigate how discounting decisions depend on the inventory levels, time, type of pricing policy in use, and the relationship between the customers’ reservation prices for the promotional product and the other products (negatively or positively correlated). In particular, we find that if the firm sets prices and discounts dynamically and the customers’ reservation prices for the promotional product are negatively correlated with their reservation prices for the product they purchased, then customers are always offered a discount regardless of the inventory levels and time. On the other hand, if the customers’ reservation prices for the promotional product are positively correlated with their reservation prices for the product they purchased, then the customer may or may not be offered a discount, depending on the inventory levels and time. Our numerical study shows that the benefit to the firm from using customer purchase information is high when the firm uses a static price, but chooses discounts dynamically. We also find that although dynamic discounting decisions bring modest improvements, setting the price dynamically seems to have a more significant effect on the firm’s profits.

1. Introduction

Every time one buys a burger from a fast-food restaurant, one will be asked the famous question: “Do you want fries with that?” Those who avoid burgers in favor of subs will face a similar question after ordering a sandwich: “Do you want to add any chips or drinks?”
Upselling refers to this practice of offering an additional product to a customer who just made a purchase.\textsuperscript{1} Many catalog retailers use upselling, such as Lillian Vernon, a catalog retailer based in Rye, NY (Andrews, 1999), Corona Cigar Co., a cataloger based in Ocoee, FL (Ferriolo, 2003), toy and novelty cataloger Oriental Trading Co. and apparel cataloger DM Management (Miller, 1995). Online retailers such as Amazon and Buy.com also use upselling by recommending additional products to customers who just purchased an item. Traditional retailers are no strangers to the practice either. Most people will remember being offered by a salesperson a tie that will go with their new shirt or a blouse that will be perfect with their new pants.

One goal of upselling is to increase revenue per customer visit. For this purpose, retailers typically try to sell each customer an additional product related to the one the customer just bought, e.g., offering a battery charger to a customer who just bought a digital camera or offering a carrying case to a customer who just ordered a cell phone. Another popular reason for the use of upselling is liquidation of excess inventories. In fact, according to a study by Catalog Age, 42% of all catalog retailers and 63% of apparel catalogers use upselling in order to reduce excess merchandise (Del Franco, Girard and Santo, 1999). In such cases, the retailer identifies slow-moving items with excess inventory, and tries to liquidate the inventory of these items by offering them, possibly at a discount, to customers who purchase other items. For example, the cataloger DM Management is reported to use a computerized method to identify overstock items, which are then promoted by sales representatives (Miller, 1995). In this paper, we focus on such upselling practices aimed at liquidation of excess inventories. In particular, we assume that the firm has already chosen an item for upselling (hereafter, the \textit{promotional product}), and we focus on the pricing of this promotional product. Some natural choices for the promotional product would be a discontinued product or a seasonal product with excess inventory.

While the inventory of the promotional product is liquidated through upselling, the products that are not subject to upselling, which we refer to as \textit{regular products}, are likely to be staple items sold over an extended period of time or fast-moving seasonal products. Staple items are replenished regularly, and we expect that lost sales due to stock-outs will be rare for such products. On the other hand, when the regular product is a fast-selling seasonal product with no replenishment opportunities, there is a chance that the regular product will
\begin{itemize}
  \item\textsuperscript{1}The practice is also called cross-selling. Since Federal Trade Commission defines upselling, in the context of telemarketing, as “soliciting the purchase of goods or services following an initial transaction during a single telephone call,” we use the term upselling instead of cross-selling.
\end{itemize}
run out of stock before the promotional product does, which needs to be taken into account when upselling the promotional product. We first consider the case in which the regular product has unlimited supply, so that it is available whenever a customer demands it. We then consider an extension where the regular product has limited availability.

When a firm is upselling a product, in addition to those customers buying the product on an upsell offer, there will be others who arrive with the intention of purchasing the product in the first place. Such customers will observe an announced price for the product. If the firm is trying to clear the excess inventory of the product, then it would be natural for the firm to adjust the announced price over time as long as it is feasible to do so. This may be quite possible for an online retailer whereas a cataloger may find it harder to do since the initial price is already published in the catalog. Regardless of whether the firm engages in such dynamic pricing or not, the firm can choose to use upselling. In cases where dynamic pricing is used, upselling can be seen as a promotional tool that complements dynamic pricing as a means of clearing inventory. We consider both the case in which the firm is adjusting the announced price dynamically over time and the case in which there is a fixed price that cannot be adjusted.

When making an upsell offer, the firm must decide whether the upsell offer should be accompanied by a discount from the announced price. Whether the upsell offer will include a discount or not may depend on the remaining inventory of the promotional product and the time remaining until the end of the selling season. In addition, the firm may be able to tailor the discounting decisions at the individual customer level. A firm using upselling has one valuable piece of information regarding the customer who is about to receive the upsell offer: The firm knows that this customer has just purchased a certain product at a certain price. This information sets this particular customer apart from a random customer in the population, and allows the firm to make a better-informed decision on whether to offer a discount. We analyze the firm’s benefits from using such information.

In some cases, the firm may be able to decide not only whether the upsell offer to an individual customer should include a discount, but also how deep the discount offered to that customer should be. For example, an online retailer could send customized coupons to individual customers. Likewise, a cataloger can make different discount offers to different customers while the customer is making a purchase over the phone. On the other hand, a firm may choose to fix the discount level (e.g., using a coupon with a given face value) while deciding whether to offer the discount or not at the individual customer level (e.g., whether
to offer the coupon to a given customer or not.) We consider both the case in which the discount level can differ across customers and the case in which the discount level needs to be the same for all customers who do get a discount.\(^2\)

We first analyze the dynamic-price, dynamic-discount case where the firm can dynamically adjust the announced price of the promotional product as well as customize the discount that comes with an upsell offer. In this case, we show that an upsell offer will include a discount if and only if the promotional product and the regular product are \textit{dissimilar}, irrespective of the inventory status and time left until the deadline. The two products being dissimilar refers to a set of conditions that imply that a customer’s reservation prices for the two products are negatively correlated. Likewise, we say that two products are \textit{similar} if a customer’s reservation prices for the two products are positively correlated. When the products are similar, we show that the firm may or may not offer a discount, depending on the inventory levels of the regular and promotional products.

We consider a number of extensions to the base model: the case of multiple regular products, the static-price, dynamic-discount case (where the announced price is fixed at the beginning but the discount can be adjusted) and the static-price, static-discount case (where the announced price and the discount are both fixed at the beginning, and the only dynamic decision is whether an upsell offer will include the discount or not). In addition, we investigate, by a numerical study, the benefits of using purchase information, dynamic pricing, and dynamic discounting.

In the next section, we position our work with respect to the existing literature. We then describe the model in Section 3 for the case where the announced price is dynamically adjusted and the discount level is customized for each customer. Section 4 presents a discussion of our results for that case. In Section 5, we consider the static-price, dynamic-discount and static-price, static-discount cases. We discuss the results of our numerical study in Section 6. We conclude with a discussion of future research directions in Section 7.

2. Literature Review

We discuss the relevant prior work under three headings:

\(^2\)Offering different discounts to different customers may raise questions of legality. In the form of upselling we investigate, the discount is akin to offering a discount on a bundle of products. Stremersch and Tellis (2002) discuss the legality of bundling practices and claim that any kind of bundling is legal as long as the customer has the option to purchase the products separately, which is the case in this paper.
Bundling: The practice of upselling is closely related to bundling, i.e., selling two or more products as one package. One can think of upselling as a special form of bundling, one in which the customer is given the option to purchase the bundle only after she has committed to buying a product. There is a rich literature in marketing and economics on the practice of bundling. For a review, see Stremersch and Tellis (2002). The research on bundling in the economics literature starts with the work of Adams and Yellen (1976) and generally focuses on the question of whether bundling is beneficial to the seller or the consumer population. The marketing research on bundling has considered the same question in addition to how consumers evaluate bundles (e.g., Yadav and Monroe 1993) and the optimal pricing of bundles (e.g., Hanson and Martin 1990). Taking a more operational perspective, given exogenously fixed bundling decisions, Ernst and Kouvelis (1999) consider the question of setting the inventory levels for individual products and bundles. More recently, Gurler, Bulut and Sen (2005) investigate the dynamic pricing of two products with limited inventories, which are sold separately or as a bundle.

Dynamic Pricing: Our work is also closely related to the stream of research dealing with dynamic pricing of limited inventories, pioneered by Gallego and van Ryzin (1994) and Bitran and Mondschein (1997). (In particular, our model follows the framework used by Bitran and Mondschein in that we divide the selling season into short discrete time intervals.) For recent reviews of the literature on dynamic pricing of limited inventories, see Bitran and Caldentey (2003) and Elmaghraby and Keskinocak (2003). As dynamic pricing has become more popular in retail industry, the topic has been receiving increased attention. Many interesting variations of the problem have been considered recently, such as dynamic pricing for multiple products (e.g., Zhang and Cooper, 2005 and Maglaras and Meissner, 2005), dynamic pricing in the presence of strategic consumers (e.g., Elmaghraby, Gulcu and Keskinocak, 2003 and Aviv and Pazgal, 2005a), and the choice of initial stock level under dynamic pricing (e.g., Monahan, Petruzzi, Zhao, 2004).

In their review paper, Elmaghraby and Keskinocak point out that a promising direction for future research is the question of using customer specific information to make customized offers in the presence of inventory considerations. We consider such a question in the context of upselling. In our model, the use of customer purchase information is rather simple in that the firm uses only the fact that the customer has just bought a certain product with a certain price ignoring any past information that it might have. One could imagine that the firm could start with some beliefs on the arrival rate of customers and their reservation price.
distributions, and could update those beliefs on the basis of observations made throughout the selling season. For an analysis of such sophisticated uses of learning by a firm with limited inventories, see Aviv and Pazgal (2005b).

**Cross-selling and Upselling:** A recent work that is closely related to ours is by Netessine, Savin and Xiao (2006). (They refer to the practice as cross-selling.) Netessine, Savin and Xiao (2006) address the firm’s problem of what additional product to offer to a customer who made a purchase, i.e., the packaging question. In contrast, we eliminate the packaging question by assuming that the firm has already decided what product to offer. This simplification allows us to obtain additional insights: (i) Netessine, Savin and Xiao (2006) assume that a customer’s reservation price for a two-product package has an exogenously-given distribution. In contrast, we explicitly model the reservation prices of a customer for individual products. We find that whether the correlation between those reservation prices is negative or positive has a substantial effect on pricing decisions. (ii) In addition to the case of static announced prices considered by Netessine, Savin and Xiao (2006), we consider the case where the promotional product’s announced price is dynamically adjusted. This allows us to gain insights into the interaction between upselling and dynamic pricing. (iii) In upselling, the information that the customer bought a product at a certain price has an informational value to the firm when offering the promotional product. We are able to investigate the value of such information since we explicitly model the relationship between the reservation prices for different products.

3. **Model Description**

Initially, we assume that the firm is offering two products. One of these is the *promotional product*, the product the firm is upselling. We refer to the other product as the *regular product*. Later, we extend our results to the case where there are multiple regular products.

In this section, we describe our model assuming that both the announced price of the promotional product and the discount that comes with an upsell offer can be dynamically adjusted over time. Later, in Section 6, we will modify this model to analyze the cases where the firm has limited flexibility in adjusting the price and/or the discount. We assume that the regular product’s price is exogenously fixed at $r$. This would be certainly true in the case of a cataloger, since the initial prices published in the catalog cannot be changed during the relatively short selling season of the promotional product. In addition, certain retailers
(e.g., retailers following the everyday-low-price format) may avoid frequent price changes on regular products, while using dynamic pricing to clear the inventory of a promotional product.

In keeping with our focus on the use of upselling to liquidate excess inventories, we assume that the promotional item has a fixed initial inventory which needs to be sold by a certain deadline, and there are no replenishment opportunities for the promotional product. Initially, we assume that the regular product is always available when a customer demands it; we relax this assumption later to consider the limited availability of the regular product.

3.1 Reservation Prices and Consumer Population

For each product, we assume that the customer population is clustered into two segments: the target segment and the non-target segment. The target customers are those who are the primary consumers of the product, while the non-target customers are all the other customers in the population. A customer may belong to the target segment of one product and the non-target segment of the other product. We use 1 as the index for the target segment and 2 as the index for the non-target segment. We let \( q_{Ri}, i = 1, 2 \), denote the probability that a customer belongs to segment \( i \) of the regular item. Similarly, \( q_{Pi}, i = 1, 2 \), denotes the probability that a customer belongs to segment \( i \) of the promotional item. Let \( \delta_{ij}, i, j = 1, 2 \), denote the probability that a customer belongs to segment \( j \) of the promotional item given that she belongs to segment \( i \) of the regular item. (Note that, by definition, \( \sum_{j=1}^{2} \delta_{ij} = 1, i = 1, 2 \).)

For clarification, consider the following example: Suppose that the promotional product is a slow-selling new album by the Rolling Stones and the regular product is a classic album of the Rolling Stones that has had steady sales over the years. Then, one would expect \( \delta_{11} \) to be large. On the other hand, if the regular product is an album by a pop star, say Britney Spears, then we would expect \( \delta_{11} \) to be smaller. See Figure 1 for a visual depiction of the problem parameters pertaining to the customer population. Note that, in order for the model parameters to be consistent with each other, the parameter values need to satisfy the following:

\[
q_{Pi} = q_{R1}\delta_{1i} + q_{R2}\delta_{2i}, i = 1, 2. \tag{1}
\]

Let \( F_{Ri}(\cdot), i = 1, 2, \) be the cumulative distribution function (cdf) of the reservation price of segment \( i \) customers for the regular item. Similarly, \( F_{Pi}(\cdot), i = 1, 2, \) is the cdf of the reservation price of segment \( i \) customers for the promotional item. We let \( F_{Ri}(x) := 1 - F_{Ri}(x) \)
Figure 1: Let $a, b, c, d$ denote the fraction of customers that belong to the groups depicted in the Venn diagram above. Then: $q_{P1} = b + c$, $q_{R1} = a + b$, $\delta_{11} = \frac{b}{a+b}$, $\delta_{21} = \frac{c}{c+d}$.

and $\bar{F}_{Pi}(x) := 1 - F_{Pi}(x)$. For two cdf’s $\Phi_1$ and $\Phi_2$ (with corresponding pdf’s $\phi_1$ and $\phi_2$), if the failure rate of $\Phi_1$ is strictly less than that of $\Phi_2$, i.e., if $\frac{\phi_1(x)}{\Phi_1(x)} < \frac{\phi_2(x)}{\Phi_2(x)}$, $\forall x$, then we say $\Phi_1$ strictly dominates $\Phi_2$ in failure rate ordering, and we write $\Phi_1 >_{fr} \Phi_2$ (See, for example, Müller and Stoyan, 2002.) For any cdf $\Phi$ and the corresponding pdf $\phi$, generalized failure rate is defined to be $\frac{\phi(x)}{1-\Phi(x)}$. Throughout the paper, we use increasing/decreasing and positive/negative in the weak sense, unless specifically qualified as strictly increasing/decreasing or non-positive/negative. We make the following assumptions on the reservation price distributions:

(A1) $F_{Ri}(\cdot), F_{Pi}(\cdot), i = 1, 2$, are twice-continuously-differentiable, strictly increasing functions, and they all have the same non-negative support.

(A2) $F_{Ri}(\cdot), F_{Pi}(\cdot), i = 1, 2$, have strictly increasing generalized failure rates.

(A3) $F_{R1}(\cdot) >_{fr} F_{R2}(\cdot)$ and $F_{P1}(\cdot) >_{fr} F_{P2}(\cdot)$.

The first assumption is technical in nature. The second assumption is needed to provide some regularity to the revenue function, and it is satisfied by a variety of probability distributions including the positive-valued part of the normal distribution and all Weibull distributions. (For a comparison of various assumptions on reservation prices used in revenue management problems, see Ziya, Ayhan and Foley, 2004.) The ordering stated in (A3) can be interpreted as saying that the absolute price elasticity of demand of a target customer is less than that of a non-target customer, i.e., customers in the target segment are less price-sensitive. A further implication of (A3) is that, for each product, the reservation price of a customer in the target segment stochastically dominates that of a customer in the non-target
segment, i.e., $F_{R1}(x) < F_{R2}(x)$, and $F_{P1}(x) < F_{P2}(x)$, $\forall x$.

With these assumptions, correlation between the reservation prices for the two products and $\delta_{ij}$ values are related as described in Proposition 1. (See Appendix A in the online supplement for a proof.)

**Proposition 1** Let $X$ and $Y$ denote the reservation prices of a randomly chosen customer for the regular and the promotional products, respectively. These two reservation prices are negatively (positively) correlated (i.e., $\text{Cov}(X,Y) < (>) 0$) if and only if $\delta_{11} + \delta_{22} < (>) 1$.

Throughout the remainder of the paper, we will use the following definition for ease of exposition:

**Definition 1** If $\delta_{11} + \delta_{22} < 1$, we say that the promotional and the regular products are dissimilar. Otherwise, we say that the promotional and the regular products are similar.

Hence, in this paper, two products are “dissimilar” if a randomly chosen customer’s reservation prices for the two products are negatively correlated. Otherwise, the two products are “similar”.

### 3.2 Timing of Events

We focus our attention on the time horizon during which the promotional item will be sold. We assume that each arriving customer has only one product in her consideration set, either the regular product or the promotional product.³ Henceforth, we refer to a customer as a potential customer for the regular product if the customer has the regular product in her consideration set. Likewise, a potential customer for the promotional product is a customer who has the promotional product in her consideration set. We assume that the time horizon is divided into $T$ periods, each of which is short enough that either one customer arrives in each period or none at all. (This assumption is common in dynamic pricing models. See, for example, Bitran and Mondschein, 1997.) If an arriving consumer is a potential customer for the regular product and ends up buying it, then the firm offers her the promotional product. To model this process, we divide each period into two stages: initial stage and upsell stage. In the initial stage, the following is the sequence of events:

³A consideration set is the set of products the consumer is considering for purchase. It would not be too difficult to extend the model to allow a third class of customers who have both products in their consideration set.
1. At the beginning of the initial stage, the seller announces $p_t$, the price for the promotional item that will be in effect during the initial stage of period $t$. (Recall that the regular item’s price is fixed at $r$.)

2. During the initial stage, one of three events happens: A potential customer for the regular item arrives with probability $\lambda_R$; a potential customer for the promotional item arrives with probability $\lambda_P$; and no customer arrives with probability $1 - \lambda_R - \lambda_P$.

3. A potential customer for the regular product will purchase it if $r$ is less than or equal to her reservation price for the regular item. Likewise, a potential customer for the promotional product will purchase it if $p_t$ is less than or equal to her reservation price for the promotional item.

The upsell stage occurs only if a customer arriving in the initial stage purchases the regular item. The following is the sequence of events for the upsell stage in a period:

1. The customer who purchases the regular item in the initial stage receives an offer from the firm for the promotional item. Let $d_t$ denote the absolute discount offered to the customer in the upsell stage of period $t$. Note that the firm may choose to offer no discount, i.e., the firm may offer the promotional item at price $p_t$.

2. The customer will purchase the promotional item on the upsell offer if $p_t - d_t$ is less than or equal to her reservation price for the promotional item.

### 3.3 Firm’s Revenue-Maximization Problem

In the initial stage of period $t$, given that a potential customer for the regular item arrived, let $\beta_R(r)$ denote the probability that the customer will buy the regular item. Note that the customer belongs to the target segment with probability $q_{R1}$ and the non-target segment with probability $q_{R2}$, and will buy the regular product with probability $F_{R1}(r)$ if she is in the target segment and with probability $F_{R2}(r)$ if she is in the non-target segment. Therefore, we can write $\beta_R(r)$ as follows:

$$
\beta_R(r) = q_{R1}F_{R1}(r) + q_{R2}F_{R2}(r).
$$

Henceforth, we write $\beta_R(r)$ as $\beta_R$, since the regular product’s price, $r$, is exogenous to our model. Let $\beta_P(p_t)$ denote the probability that a customer will buy the promotional item,
given that a potential customer for the promotional item arrived in the initial stage of period $t$ to observe the announced price of $p_t$. Then, we can write $\beta_p(p_t)$ as follows:

$$\beta_p(p_t) = q_{P1}F_{P1}(p_t) + q_{P2}F_{P2}(p_t). \quad (2)$$

If a customer buys the regular product, this provides the firm with additional information about the customer, namely that the customer’s reservation price for the regular product is above $r$. When making an upsell offer, the firm can use this new information in order to update the probabilities with which the customer belongs to the target and non-target segments of the promotional item. Let $\hat{q}_{P1}$ denote the probability that a customer belongs to the target segment of the promotional item given that she purchased the regular item in the initial stage, and $\hat{q}_{P2}$ the probability that she belongs to the non-target segment. Using Bayes’ rule, we can write these updated probabilities as follows:

$$\hat{q}_{P1} = \frac{q_{R1} \delta_{11} F_{R1}(r) + q_{R2} \delta_{21} F_{R2}(r)}{\beta_R}, \quad \hat{q}_{P2} = \frac{q_{R1} \delta_{12} F_{R1}(r) + q_{R2} \delta_{22} F_{R2}(r)}{\beta_R}. \quad (3)$$

Let $\alpha(x)$ denote the probability that a customer will buy the promotional item on an upsell offer when the firm offers her the promotional product at a price of $x$. If the firm offers the customer a discount $d_t$ from the announced price $p_t$, the customer will be facing a price of $p_t - d_t$ for the promotional product. The following gives the probability that such a customer will buy the promotional item:

$$\alpha(p_t - d_t) = \hat{q}_{P1}F_{P1}(p_t - d_t) + \hat{q}_{P2}F_{P2}(p_t - d_t). \quad (4)$$

Now we are ready to formulate the dynamic program for the firm’s revenue maximization problem over the $T$-period horizon. (Our convention will be to denote the first period as period $T$ and last period as period 1.) Let $V_t(y)$ denote the firm’s optimal expected revenue from the promotional product when starting period $t$ with $y$ units of inventory. The optimality equations are given by

$$V_t(y) = \max_{p_t, d_t; p_t \geq d_t \geq 0} \{ \lambda_R \beta_R [\alpha(p_t - d_t) (p_t - d_t + V_{t-1}(y - 1))] + \lambda_P \beta_P (p_t) (p_t + V_{t-1}(y - 1)) + (1 - \lambda_R \beta_R \alpha(p_t - d_t) - \lambda_P \beta_P (p_t)) V_{t-1}(y) \}, y > 0, t = 1, \ldots, T,$$

$$V_t(0) = 0, t = 1, \ldots, T,$$

The first term of $V_t(y)$ is the revenue-to-go in the event that a customer purchases the promotional product on an upsell offer, the second term is the revenue-to-go if a customer
arrives to purchase the promotional product in the first place, and the third term is the revenue-to-go if no promotional product is sold in that period. The terminal conditions indicate that the salvage value of the item is zero, an assumption that could be relaxed. After some algebraic manipulation, one can write $V_t(y)$ as follows:

$$V_t(y) = V_{t-1}(y) + \max_{p_t, d_t: p_t \geq d_t \geq 0} \left\{ \lambda_P \beta_P (p_t) (p_t - \Delta(y, t)) + \lambda_R \beta_R (p_t - d_t) (p_t - d_t - \Delta(y, t)) \right\}, \quad y > 0, t = 1, \ldots, T,$$

where $\Delta(y, t) = V_{t-1}(y) - V_{t-1}(y-1)$. Here, $\Delta(y, t)$ can be interpreted as the expected future benefit from carrying one unit of the promotional item into period $t - 1$ when there are $y$ units in inventory, i.e., the marginal value of one unit of inventory. Define

$$\Pi_1(p, \Delta) = \beta_P (p - \Delta),$$

$$\Pi_2(p, \Delta) = \alpha(p) (p - \Delta).$$

Here, $\Pi_1(p, \Delta)$ can be interpreted as the expected marginal contribution from one unit of the promotional item in the initial stage of a period, when the announced price is set at $p$ and the marginal value of one unit of the promotional item is $\Delta$. Likewise, $\Pi_2(p, \Delta)$ is the expected marginal contribution from one unit of the promotional item in the upsell stage, when the upsell price is $p$. Given $\Pi_1(p, \Delta)$ and $\Pi_2(p, \Delta)$ as defined by (6) and (7) and the optimality equations in (5), the maximization problem the firm is solving for a given $t$ and $y$ can be written as

$$\max_{p_t, d_t: p_t \geq d_t \geq 0} \left\{ \lambda_P \Pi_1(p_t, \Delta(y, t)) + \lambda_R \beta_R \Pi_2(p_t - d_t, \Delta(y, t)) \right\}. \quad (8)$$

Define

$$z_1^*(y, t) = \inf \left\{ p^*: \Pi_1(p^*, \Delta(y, t)) \geq \Pi_1(p, \Delta(y, t)), \forall p \right\}, \quad (9)$$

$$z_2^*(y, t) = \inf \left\{ p^*: \Pi_2(p^*, \Delta(y, t)) \geq \Pi_2(p, \Delta(y, t)), \forall p \right\}, \quad (10)$$

$$z^*(y, t) = \inf \left\{ p^*: \lambda_P \Pi_1(p^*, \Delta(y, t)) + \lambda_R \beta_R \Pi_2(p^*, \Delta(y, t)) \geq \lambda_P \Pi_1(p, \Delta(y, t)) + \lambda_R \beta_R \Pi_2(p, \Delta(y, t)), \forall p \right\}. \quad (11)$$

In light of the interpretations of $\Pi_1(p, \Delta)$ and $\Pi_2(p, \Delta)$ that we discussed earlier, we can interpret $z_1^*(y, t)$ and $z_2^*(y, t)$ as follows: With $y$ units in inventory and $t$ periods to go, $z_1^*(y, t)$ is the announced price that maximizes the profit in the initial stage of period $t$ and
\( z^*_2(y, t) \) is the upsell price that maximizes the profit in the upsell stage of period \( t \). Likewise, \( z^*(y, t) \) would be the price the firm would choose if it had to use the same price in both stages. (When \( \Pi_i(p, \Delta) \) has multiple optima, \( z^*_i(y, t) \) and \( z^*(y, t) \) are taken to be the smallest maximizers.) It is easy to construct numerical examples to demonstrate that \( \Pi_1(p, \Delta) \) and \( \Pi_2(p, \Delta) \) are not necessarily unimodal in \( p \). Nevertheless, the possibly complicated behavior of these functions do not render the problem intractable insofar as one can obtain a number of results regarding the optimal announced price and discount levels, which we discuss next.

4. Dynamic Prices and Discounts

Here, we first discuss our analytical results for the base model presented in the previous section. We then discuss how these results change with changes in the model (under limited availability of the regular product and when there are multiple regular products).

4.1 Results for the Base Model

One question of interest is whether the firm should accompany upsell offers with discounts on the promotional item and, if so, how deep those discounts should be. It turns out that the answer to this question is closely related to the following comparison: Consider a customer randomly drawn from the population and another customer who is known to have purchased the regular item. Which customer is more likely to be in the target segment of the promotional item? In other words, using the notation defined earlier, which probability is larger: \( q_{P1} \) or \( \hat{q}_{P1} \)? As the following proposition states, this comparison is decided simply on the basis of the values of \( \delta_{ij} \)'s. (The proofs of all the results in this section are given in Appendix A of the online supplement.)

**Proposition 2** In comparison to a random customer, a customer who is known to have bought the regular item is less likely to be in the target segment of the promotional item if and only if the regular and the promotional items are dissimilar, i.e., \( \hat{q}_{P1} < q_{P1} \) if and only if \( \delta_{11} + \delta_{22} < 1 \).

The larger \( \delta_{11} \) is, the more likely it is that a target customer for the regular item is a target customer for the promotional item as well. Likewise, the larger \( \delta_{22} \) is, the more likely it is that a non-target customer for the regular item is also a non-target customer for the promotional item. Proposition 2 states that if \( \delta_{11} + \delta_{22} < 1 \) (with the minimum possible
sum being zero and the maximum possible sum being two), then a customer who bought the regular product is less likely to be a target customer for the promotional product, compared to a customer chosen from the population at random.

Given the result of Proposition 2, one’s intuition would suggest that if the two products are dissimilar, then a customer who bought the regular product should be given a discount on the promotional item as part of the upsell offer (since a customer who bought the regular item, compared to a random customer, is less likely to be in the target segment of the promotional item and, hence, more likely to have a smaller reservation price for the promotional item). On the other hand, if the two products are similar, then a customer who bought the regular item is more likely to be in the target segment of the promotional item, so the firm will not offer a discount from the announced price. In fact, if anything, the firm would like to charge an upsell price in excess of the announced price (had it been allowed), since a customer buying the regular product signals a higher willingness-to-pay for the promotional product as well. Theorem 1 formalizes this result.

**Theorem 1** Let \( z_1^*(y, t), z_2^*(y, t) \) and \( z^*(y, t) \) be as defined by (9), (10) and (11). Given \( y \) units in inventory and \( t \) periods to go:

(a) If the two products are dissimilar, then the firm offers a discounted upsell price. In particular, we have \( z_1^*(y, t) > z_2^*(y, t) \), and it is optimal for the firm to set \( p_t = z_1^*(y, t) \) and \( d_t = z_1^*(y, t) - z_2^*(y, t) > 0 \).

(b) If the two products are similar, then the firm does not offer a discount as part of the upsell offer. In particular, we have \( z_1^*(y, t) \leq z^*(y, t) \leq z_2^*(y, t) \), and it is optimal to set \( p_t = z^*(y, t) \) and \( d_t = 0 \).

Hereafter, we let \( p_t^*(y) \) and \( d_t^*(y) \) denote the optimal price and discount pair prescribed by Theorem 1, when the firm has \( y \) units in inventory with \( t \) periods to go. We see from Theorem 1 that when the two products are similar the firm chooses an announced price higher than \( z_1^*(y, t) \), the price that maximizes the revenue in the initial stage of period \( t \). By doing so, the firm sacrifices some of its initial-stage revenues, but improves its upsell-stage revenues by charging an upsell price in excess of \( z_1^*(y, t) \). When the two products are dissimilar, no such trade-off occurs, since the firm would prefer charging an upsell price lower than the announced price.

One important implication of Theorem 1 is that whether or not the firm will offer a discount has nothing to do with time or inventory, but depends entirely on the similarity of
the products (i.e., correlation between the reservation prices for the two products). However, in cases where the firm chooses to offer a discount, the size of the discount, \( d_t^*(y) = z_1^*(y, t) - z_2^*(y, t) \), does depend on \( t \) and \( y \).

Next, we state a result that characterizes how \( V_t(y) \) and \( \Delta(y, t) = V_{t-1}(y) - V_{t-1}(y - 1) \) depend on \( t \) and \( y \). This result is important in that it helps us understand how the optimal announced prices and upsell prices depend on time and inventory level.

**Proposition 3** Given \( y \geq 1 \) units in inventory and \( t \geq 1 \) periods to go, we have:

(a) \( \Delta(y, t + 1) \geq \Delta(y, t) \),

(b) \( \Delta(y, t) \geq \Delta(y + 1, t) \),

(c) \( V_{t+1}(y) - V_t(y) \geq V_{t+2}(y) - V_{t+1}(y) \).

The first part of the proposition states that the marginal value of one unit of the promotional item is decreasing as we are getting closer to the end of the horizon. The second part implies that the same marginal value is larger when there are fewer items in inventory. Finally, part (c) of the proposition says that, at a fixed \( y \), the revenue-to-go function is convex in \( t \). Given the results of Proposition 3, the following results that characterize the behavior of the optimal announced price and the optimal upsell price in \( t \) and \( y \) are to be expected.

**Proposition 4** Both the optimal announced price (i.e., \( p_t^*(y) \)) and the optimal upsell price (i.e., \( p_t^*(y) - d_t^*(y) \)) are decreasing in inventory \( (y) \) and increasing in time-to-go \( (t) \).

The proposition states that both the optimal announced price and the optimal upsell price will be lower if there is more inventory of the promotional item or if there is less time until the end of the horizon. However, the difference between the two, the optimal discount, turns out to be non-monotonic in time at a fixed inventory level and in inventory level at a fixed time, as shown in Figure 2. As inventory level increases, the discount may increase first, but once the inventory level becomes large enough, the announced price starts dropping so fast that the discount needed to get to the optimal upsell price starts to decrease. In addition, there are examples that show that not only the nominal discount but also the percentage discount is not monotone with respect to the inventory level and time.

### 4.2 Limited Availability of the Regular Product

Our original model introduced in Section 3 assumes that the regular product is always available when demanded. However, if the regular product is a fast-selling seasonal product,
then there is a chance that it might go out-of-stock, which would in turn affect the pricing decisions for the promotional product. If it is profitable for the firm to make emergency replenishments whenever the regular product is demanded but is out-of-stock, then the promotional product would be offered to the customer regardless of the on-hand inventory level of the regular product. As a result, the limited availability of the regular product would not have any effect on the pricing of the promotional product and all of our results for the unlimited availability case would go through. (For more on the use of emergency replenishment in a similar context, see Netessine, Savin, and Xiao, 2006). Here, we investigate how the pricing and discounting decisions are affected if the emergency replenishment option is not available to the firm.

Let $V_t(x,y)$ denote the firm’s optimal expected revenue from the promotional product when starting period $t$ with $x$ units of the regular product and $y$ units of the promotional product. Then, the optimality equations are given by

$$V_t(x,y) = \max_{p_t,d_t: pt \geq d_t \geq 0} \{ \lambda_R \beta_R [\alpha(p_t - d_t) (p_t - d_t) + V_{t-1}(x-1, y-1)] + (1 - \alpha(p_t - d_t)) (V_{t-1}(x-1, y)) ] + \lambda_P [\beta_P p_t (p_t + V_{t-1}(x, y-1)) + (1 - \beta_P p_t) V_{t-1}(x, y)] + (1 - \lambda_R \beta_R - \lambda_P) V_{t-1}(x, y) \}, x > 0, y > 0, t = 1, \ldots, T,$$
\[ V_t(0, y) = \max_{p_t \geq d_t \geq 0} \{\lambda_R [\beta_R (P_t) (p_t + V_{t-1}(0, y - 1)) + (1 - \beta_R (P_t))V_{t-1}(0, y)] \\
+ (1 - \lambda_R) V_{t-1}(0, y)\}, y > 0, t = 1, \ldots, T, \]
\[ V_t(x, 0) = 0, x \geq 0, t = 1, \ldots, T, \text{ and } V_0(\cdot) = 0. \]

For any given state with \( t > 0, x > 0, \) and \( y > 0, \) the single-period optimization problem can be written as
\[ \max_{p_t \geq d_t \geq 0} \{\lambda_R \beta_R (P_t) (p_t - d_t - \Delta(x - 1, y, t)) + \lambda_R \beta_R (p_t) (p_t - \Delta(x, y, t))\}, \quad (13) \]
where
\[ \Delta(x, y, t) = V_{t-1}(x, y) - V_{t-1}(x, y - 1). \]

Note that \( \Delta(x, y, t) \) can be interpreted as the marginal value of one unit of the promotional product in period \( t \) when there are \( x \) units of the regular product and \( y \) units of the promotional product. The following proposition describes how \( \Delta(x, y, t) \) changes with \( x, y \) and \( t \). (See Appendix B in the online supplement for the proofs of the results in this section.)

**Proposition 5** Suppose that the regular product and the promotional product are dissimilar. Then, for \( x \geq 0, y \geq 0, t \geq 1, \) we have:
(a) \( \Delta(x + 1, y + 1, t) \geq \Delta(x, y + 1, t) \)
(b) \( \Delta(x, y + 2, t) \leq \Delta(x, y + 1, t) \)
(c) \( \Delta(x, y + 1, t + 1) \geq \Delta(x, y + 1, t) \).

Parts (b) and (c) of Proposition 5 extend Proposition 3 to the case where the regular product has limited availability. In addition, Proposition 5(a) states that the marginal value of one unit of the promotional product increases with the inventory level of the regular product. This result is not surprising since higher inventory levels of the regular product imply more opportunities for upselling (and thus selling the promotional product) until the end of the season. From Proposition 5(a), it follows that compared with the case where the regular product is always available when demanded, in the limited availability case, the marginal value of the promotional product will be smaller. Therefore, it is reasonable to expect that one would be more inclined to offer discounts. Using Proposition 5(a), we can prove the following theorem:

**Theorem 2** Suppose that there is a finite amount of the regular product at time \( T \) and its inventory is never replenished. Furthermore, suppose that the regular and promotional products are dissimilar. Then, the firm offers a discounted upsell price.
Theorem 2 states that the firm always offers discounts when the regular and promotional products are dissimilar. For such products, the following proposition further describes how the announced price and the upsell price depend on the inventory levels of the regular and promotional products and time until the end of the season.

**Proposition 6** Suppose the regular and promotional products are dissimilar. Then, both the optimal announced price and the optimal upsell price are decreasing in inventory of the promotional product \( y \), increasing in the inventory of the regular product \( x \), and increasing in time-to-go \( t \).

Theorem 2 and Proposition 6 concern products that are dissimilar. As for the case of similar products, recall from Theorem 1 that when the regular product is always available, customers are never offered discounts. In contrast, when the regular product has limited availability, the firm may choose to offer discounts. Consider the example where \( q_{R1} = 0.7, q_{P1} = 0.7, \delta_{11} = \delta_{22} = 1, \lambda_R = 0.25, \lambda_P = 0.25, r = 85, F_{R1}, F_{R2}, F_{P1}, \) and \( F_{P2} \) are all Weibull distributions with shape and scale parameters \((2,100), (2,50), (3,190),\) and \((3,150)\), respectively. For this example, when there is one unit of promotional product and one unit of regular product in inventory, and there are 12 time periods left, the firm will offer a discount of approximately 6.3 from the announced price.

When the two products are similar, one might expect certain monotonicity structures on discounting decisions to hold. For example, one would expect Proposition 6 to hold even when the two products are similar and indeed our numerical study supports that claim. On the other hand, however, certain monotonicity properties that might be expected to be true do not hold. For example, in some cases while discount is being offered at a certain inventory level (of the regular or promotional product), it is not offered at higher and lower levels of inventory, indicating that optimal discount policy does not have a simple monotonic structure with respect to inventory levels. (See Figure 3 for an example.)

### 4.3 Multiple Regular Products

In Section 4.1, we derived all our results for the case where there is one product in addition to the promotional one. Suppose now that there are \( n \geq 2 \) regular products instead of just one. In this section, we extend the results of the dynamic-price, dynamic-discount model to this case. A detailed development of the model along with the additional notation needed is given in Appendix C in the online supplement. Here, we will provide only the notation
needed to summarize the results. With \( n \) regular products, in each period, one of \( n + 2 \) events happens in the initial stage: A potential customer for regular product \( k \in \{1, \ldots, n\} \) may arrive, or a potential customer for the promotional product may arrive, or no customer arrives at all. In the upsell stage, when making an upsell offer to a customer who bought one of the regular items, the firm can offer different discounts to different customers based on which regular product the customer bought.

Let \( \hat{q}_{Pi} \) denote the probability that a customer belongs to segment \( i \) of the promotional item (segment 1 being the target segment, and segment 2 the non-target), given that the customer bought regular product \( k, k = 1, \ldots, n \), in the initial stage of a period. In the rest of this section, it will be convenient to assume that the regular items are indexed in ascending order of \( \hat{q}_{Pi} \)'s, i.e., they are indexed so that \( \hat{q}_{P11} \leq \hat{q}_{P12} \leq \cdots \leq \hat{q}_{P1n} \). Then a customer who bought regular item \( i \) in the initial stage is less likely to be in the target segment of the promotional item, compared to customers who bought regular items \( i + 1 \) or higher. Given this indexing of the regular products, one would expect the firm to be more willing to offer a discount to purchasers of lower-indexed regular items compared to purchasers of higher-indexed regular items. The next theorem states this result among others. (See Appendix C in the online supplement for a proof.)

**Theorem 3** Suppose the regular products are indexed so that \( \hat{q}_{P11} \leq \hat{q}_{P12} \leq \cdots \leq \hat{q}_{P1n} \). Given \( y \) units of the promotional item in stock and \( t \) periods to go, let \( p_t \) and \( d_{tk} \) denote, respectively, the announced price of the promotional item in period \( t \) and the discount offered
on the promotional item to a customer who purchased regular item \( k \) in the initial stage of period \( t \). Then:

(a) If regular product \( k \in \{1, \ldots, n\} \) is dissimilar to the promotional one, i.e., \( \delta_{11k} + \delta_{22k} < 1 \), then the firm offers a non-zero discount when making upsell offers to customers who buy regular product \( k \), i.e., it is optimal for the firm to set \( d_{tk} > 0 \).

(b) Suppose there exists at least one regular product that is dissimilar to the promotional product. Then, there exists \( m \in \{1, \ldots, n\} \) such that the firm offers a non-zero discount when making upsell offers to customers who buy regular product \( k \) for \( k \leq m \), i.e., it is optimal to set \( d_{tk} > 0 \) for \( k \leq m \). Furthermore, for any two products \( i < j \leq m \), it is optimal to have \( d_{ti} \geq d_{tj} \).

The first part of the theorem states that, regardless of time and inventory, purchasers of any regular item that is dissimilar to the promotional item will receive discounted upsell offers. This is similar to the result in the case of a single regular product. In addition, as stated in part (b), all customers who purchased regular items 1 through \( m \) will receive discounted upsell offers for some \( m \in \{1, \ldots, k\} \). What is implicit in the statement of part (b) is that some of these \( m \) products may be similar to the promotional product, but customers who purchase these regular products will nevertheless receive discounted upsell offers. This is in contrast to the single regular product case where a customer never receives a discount if the regular product is similar to the promotional product. Here is the intuition behind this result: Among all the regular products, there may exist some whose purchasers are very likely to be in the target segment of the promotional item, i.e., products for which \( \hat{q}_{P_{1k}} \) is particularly large. Purchasers of such regular products are willing to pay relatively high prices for the promotional item. In order to be able to charge high upsell prices to such customers, the firm keeps the announced price high, and offers a discount to purchasers of regular products for which \( \hat{q}_{P_{1k}} \) is not particularly large, even though those products may be similar to the promotional one.

5. Static Price and/or Discount

So far we assumed that the firm can adjust both the announced price and the discounts dynamically. In this section, we consider the firm’s revenue maximization problem when the
firm has less flexibility in adjusting the announced price and the discount.\footnote{Here, we provide only an overview of the results for the case of static price and/or discounts. A more detailed version of this section and formal proofs of the results are available from the authors upon request.}

**Static Price and Dynamic Discounts:** First, consider the case where the firm charges announced price \( p \) over the entire horizon but is free to choose the discount \( d_t \) that will accompany an upsell offer in period \( t \) with \( y \) units of promotional product and \( x \) units of regular product in inventory. For this static price/dynamic discount problem, one can show a result analogous to Propositions 3 and 5: The marginal value of one unit of the promotional product increases in the remaining time \( (t) \) and inventory level of the regular product \( (x) \) and decreases in the inventory level of the promotional product \( (y) \). Given such a result on the marginal value, one can establish the following proposition, which states the effects of inventory levels and remaining time on the decision to offer a discount.

**Proposition 7** Suppose the announced price is fixed at some \( p \).

(a) At any fixed inventory levels \( y \) for the promotional product and \( x \) for the regular product, if it is optimal to pick some \( d_t > 0 \) at any time \( t = t_0 \), then it is also optimal to pick some \( d_t > 0 \) for any \( t < t_0 \).

(b) At any fixed time \( t \) and fixed inventory level \( x \) for the regular product, if it is optimal to pick some \( d_t > 0 \) when there are \( y = y_0 \) units in inventory, then it is also optimal to pick some \( d_t > 0 \) when there are \( y > y_0 \) units in inventory.

(c) At any fixed time \( t \) and fixed inventory level \( y \) for the promotional product, if it is optimal to pick some \( d_t > 0 \) when there are \( x = x_0 \) units in inventory, then it is also optimal to pick some \( d_t > 0 \) when there are \( x < x_0 \) units in inventory.

According to Proposition 7, when price is static, the discount policy is of the switching-curve type as shown in Figure 4. (For the purposes of this figure, we assumed that the regular product is always available when demanded, i.e., \( x \) is larger than the number of periods-to-go, 20.) In addition, we note that even when the regular product is always available and the two products are similar, it is possible that the firm will offer a discount along with the upsell offer, which would never happen in the case where the announced price is set dynamically.

The pricing problem that arises in this case is akin to that considered by Netessine, Savin and Xiao (2006), who fix the prices of the products, but allow the price of a two-product bundle to be determined optimally every time a consumer is offered a bundle. In fact, we follow their approach in establishing some of our results.
Static Price and Discount: Here, both the announced price, $p$, and the discount level, $d$, are fixed at the beginning of the horizon. In this case, the only dynamic decision available to the firm is whether to offer the discount in a given period with given inventory levels. As in the static price-dynamic discount case, it can be shown that the optimal discount policy is of switching-curve type. In addition, it is easy to show that for a fixed initial price $p$, at any given time $t$ and inventory levels $x$ and $y$, if it is optimal to offer a discount in the static-discount model, it is also optimal to offer a discount in the dynamic-discount model. This is not surprising since one would be more inclined to offer discounts when there is the flexibility of choosing the discount level depending on the system state.

Multiple Regular Products: Proposition 7 can be generalized to the case where there are $n > 1$ regular products. In addition, regardless of whether discounts are dynamic or static, one can establish a result that orders the $n$ regular products such that the purchaser of a lower-ranked regular product will be offered a discount only if the purchaser of a higher-ranked regular product is offered a discount. This ordering depends on $\hat{q}_{P1k}, k = 1, \ldots, n$, the probability that a customer who bought regular product $k$ in the initial stage belongs to the target segment of the promotional product. For any two regular products $i$ and $j$, the fact that $\hat{q}_{P1j} \geq \hat{q}_{P1i}$ indicates that purchasers of product $j$ are willing to pay more than the purchasers of product $i$ for the promotional product. Therefore, for any fixed inventory
levels and time, customers who purchase product \( j \) are going to get a discount only if the purchasers of product \( i \) get a discount.

6. Numerical Study

So far, we have considered three different types of pricing and discounting policies: dynamic pricing and dynamic discounting policy (DPDD), static pricing and dynamic discounting policy (SPDD), and static pricing and static discounting policy (SPSD). In a DPDD policy, all decisions related to the promotional product are dynamic. Prices are set dynamically, the decision of whether or not to offer a discount is made dynamically and the level of the discount is determined dynamically depending on the inventory level and time. On the other hand, in an SPDD policy, the advertised price of the product is kept the same throughout the whole horizon while discount decisions are still dynamic. Finally, in an SPSD policy, the only dynamic decision is whether or not to offer a discount to a customer while the advertised price and the discount that will be offered are fixed throughout the season. We note that, under the SPSD policy, the static price and discount are chosen optimally at the beginning of the horizon. Likewise, under SPDD policy, the static price is chosen optimally.

We generated 24,300 different problem instances and for each instance, we identified the optimal prices and discounts over a 20-period horizon under each pricing-discounting strategy (DPDD, SPDD, and SPSD). Finding the optimal solution for each problem instance requires solving a dynamic program to optimality, each of which takes a negligible amount of time. Initially, we identified several key model parameters and determined a “value set” for each parameter. (Parameters were assigned one of the values from this set.) Then, instances were generated by considering all possible combinations within these sets and among the parameters. Table 1 lists these parameters and their value sets. We assumed Weibull distribution for \( F_{R1}, F_{R2}, F_{P1}, \) and \( F_{P2} \). In Table 1, \( W_{R1} \) and \( W_{R2} \) denote the Weibull scale parameter for \( F_{R1} \) and \( F_{R2} \), respectively. (The shape parameters are two for both.) Similarly, \( W_{P1} \) and \( W_{P2} \) denote the Weibull scale parameter for \( F_{P1} \) and \( F_{P2} \). (The shape parameters are three for both.) The “low”, “medium”, and “high” values for \( r \) and the initial inventory are not predetermined. For \( r \), “low” corresponds to the value of the scale parameter of the reservation price distribution for the non-target segment, “high” corresponds to the value of the scale parameter of the reservation price distribution for the target segment while “medium” corresponds to the weighted average of the two values with
Tables 1: Parameter Value Sets

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_{R1} )</td>
<td>{0.3,0.5,0.7}</td>
</tr>
<tr>
<td>( \delta_{11} )</td>
<td>{0.0,0.3,0.5,0.7,1.0}</td>
</tr>
<tr>
<td>( \delta_{22} )</td>
<td>{0.0,0.3,0.5,0.7,1.0}</td>
</tr>
<tr>
<td>( \lambda_{R} + \lambda_{P} )</td>
<td>{0.3,0.5,0.7}</td>
</tr>
<tr>
<td>( \lambda_{R}/(\lambda_{R} + \lambda_{P}) )</td>
<td>{0.3,0.5,0.7}</td>
</tr>
<tr>
<td>( r )</td>
<td>{low, medium, high}</td>
</tr>
<tr>
<td>initial inv.</td>
<td>{low, medium, high}</td>
</tr>
<tr>
<td>( (W_{R1}, W_{R2}) )</td>
<td>{(100,50),(80,70)}</td>
</tr>
<tr>
<td>( (W_{P1}, W_{P2}) )</td>
<td>{(90,50),(75,65)}</td>
</tr>
<tr>
<td>( T )</td>
<td>{20}</td>
</tr>
</tbody>
</table>

respect to segment probabilities, \( q_{R1} \) and \( q_{R2} \). For the initial inventory level, we first calculate an upper bound on the total demand over the whole horizon by \( \bar{I} = (\lambda_{R} + \lambda_{P})T \). The “low” inventory level corresponds to \((0.2)\bar{I}\), the “medium” level corresponds to \((0.5)\bar{I}\), and the “high” level corresponds to \((0.8)\bar{I}\).

6.1 The Benefits of Using Customer Purchase Information

We first investigate the improvements in profits brought by using the customer purchase information while making upsell offers. Firms may simply choose not to use this information or they may not know how to use it. (If the firm does not know \( \delta_{ij} \) values, which relate the two products, purchase information is useless.) In such a case, there is no information that would distinguish the purchaser of a regular product from a random customer. Hence, in the case of DPDD policy, there is also no need to change the price for the upsell offer as the announced price has already been adjusted according to time and inventory level of the promotional product, and the optimality equations will be given by

\[
V_t(y) = \max_{p_t \geq 0} \{ \lambda_{R} \beta_{R} (p_t) (p_t + V_{t-1}(y - 1)) + \lambda_{P} \beta_{P} (p_t) (p_t + V_{t-1}(y - 1)) \\
+ (1 - \lambda_{R} \beta_{R} \beta_{P} (p_t) - \lambda_{P} \beta_{P} (p_t)) V_{t-1}(y) \} , y > 0, t = 1, \ldots, T, \\
V_0(0) = 0, t = 1, \ldots, T, \text{ and } V_0(\cdot) = 0.
\]

Likewise, one could write the optimality equations for the SPDD and SPSD policies when purchase information is not used. Of course, regardless of the pricing and discounting strategy, the use of purchase information will never worsen the firm’s expected profit. Here, we investigate whether the improvement due to purchase information differs significantly across
Table 2: Improvements in profits when using customer purchase information (numbers represent the number of instances, DPDD: Dynamic price, dynamic discount, SPSD: Static price, static discount, SPDD: Static price, dynamic discount)

<table>
<thead>
<tr>
<th>% improvement</th>
<th>DPDD</th>
<th>SPSD</th>
<th>SPDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9,10)</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[8,9)</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>[7,8)</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>[6,7)</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>[5,6)</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>[4,5)</td>
<td>10</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>[3,4)</td>
<td>5</td>
<td>7</td>
<td>71</td>
</tr>
<tr>
<td>[2,3)</td>
<td>41</td>
<td>40</td>
<td>314</td>
</tr>
<tr>
<td>[1,2)</td>
<td>154</td>
<td>144</td>
<td>2401</td>
</tr>
<tr>
<td>[0,1)</td>
<td>24090</td>
<td>24103</td>
<td>21479</td>
</tr>
<tr>
<td>average</td>
<td>0.047</td>
<td>0.049</td>
<td>0.404</td>
</tr>
<tr>
<td>min</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>max</td>
<td>4.556</td>
<td>4.506</td>
<td>9.639</td>
</tr>
</tbody>
</table>

Numbers suggest that overall, improvements under SPDD policy are significantly larger than the improvements under DPDD and SPSD policies. Under any pricing/discounting policy, the use of purchase information improves the firm’s revenues by helping the firm make better discounting decisions. Now, when the firm is using DPDD policy, the firm is already capturing large revenues due to the flexibility of adjusting the price, hence the use of purchase information leads to modest improvements only. Likewise, when the firm is using SPSD policy, the improvement due to the use of purchase information is small since the firm’s flexibility is limited to deciding whether or not to offer the discount, which limits the firm’s ability to exploit purchase information to make better discounting decisions. However, when the firm is using SPDD policy, setting the “right” discount level is more important since dynamic discounts can partially capture revenue management benefits that are not realized due to the static price. Hence, the use of purchase information leads to highest improvements under this policy. This observation suggests that firms who do not have the flexibility to change prices dynamically but can adjust the discount levels (e.g. catalog retailers) will find using the customer purchase information more valuable.
6.2 Benefits of Dynamic Pricing and Discounting Decisions

Despite the clear advantage of dynamic policies, they are not always preferred for various reasons. Some firms simply do not want to upset their customers by changing prices frequently while some others do not have the technical capabilities required for the implementation of such policies. Therefore, it is of interest to understand the potential benefits that would be gained through dynamic pricing and discounting decisions. Here, we report our findings based on our numerical study. The pricing and discounting policies we consider can be ordered as DPDD, SPDD, and SPSD from more sophisticated to less sophisticated. However, some firms may not even have the means to implement SPSD policies. They may determine a discount level for the product (as in an SPSD policy) and offer this discount to all the purchasers of the regular products (unlike in an SPSD policy, where the firm decides optimally whether to offer the discount or not). We call this policy Full Static (FS) policy.

In an FS policy, there is no dynamic decision at all, but as in the SPSD policy, the static price and the discount level are determined optimally at the beginning of the horizon.

For the 24300 different instances generated, we computed the profits under each policy. Then, we computed the percentage improvements that would be obtained by switching from less sophisticated policies to more sophisticated ones and determined the average, maximum, and minimum improvements over the 24300 instances. The results are given in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>FS vs. SPSD</th>
<th>FS vs. SPDD</th>
<th>FS vs. DPDD</th>
<th>SPSD vs. SPDD</th>
<th>SPSD vs. DPDD</th>
<th>SPDD vs. DPDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>3.0447</td>
<td>3.8301</td>
<td>7.1513</td>
<td>1.0830</td>
<td>6.5409</td>
<td>6.5038</td>
</tr>
<tr>
<td>min</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>average</td>
<td>0.2905</td>
<td>0.3489</td>
<td>1.9607</td>
<td>0.0579</td>
<td>1.6624</td>
<td>1.6030</td>
</tr>
</tbody>
</table>

Table 3: Percentage improvements in profits obtained by switching from less sophisticated policies to more sophisticated policies

Table 3 clearly demonstrates the benefits of using dynamic policies, in particular the fully dynamic policy DPDD over the fully static FS with an average improvement close to 2 percent. From the table, one can make the following observations:

**Dynamic Pricing versus Dynamic Discounting:** The average revenue improvement that would be obtained by switching from SPDD to DPDD is around 1.6 percent, while the average improvement that would be obtained by switching from FS to SPDD is around 0.35
percent. Therefore, although dynamic discounting decisions bring modest improvements, setting the price dynamically seems to have a much more significant effect.

**Dynamically Changing Discount Levels versus Dynamically Deciding to Offer a Fixed Discount:** Consider a firm currently using the FS policy. Furthermore, suppose this firm is committed to using a static announced price; for example, the firm may be a catalog retailer. There are two improvements such a firm can make: switching to SPSD policy or the SPDD policy. We observe from the table that switching from FS policy to SPDD leads to an average revenue improvement of 0.35 percent whereas switching from FS policy to SPSD leads to an average revenue improvement of 0.29 percent. Therefore, most of the revenue improvement a firm can realize by switching to SPDD can be realized by switching to SPSD. Hence, our numerical analysis suggests that the firms would reasonably benefit from having the capability of deciding when it is best to offer a discount, but given that capability, having the additional flexibility of changing the discount level is beneficial to a lesser degree.

### 7. Conclusion

In this paper, we investigated the interactions among upselling, the use of customer purchase information, and dynamic pricing. We found that if the price of the promotional product is dynamically adjusted and the regular product is always available when demanded, then all customers who buy a regular product that is dissimilar to the promotional one (i.e., a product whose reservation price is negatively correlated with that of the promotional product) will be offered a discount along with the upsell offer, regardless of the inventory of the promotional product and the time until the end of the selling season. However, if the firm uses a fixed price for the promotional product and/or the regular product’s availability is limited then whether or not a customer will get a discounted upsell offer does depend on the inventory levels and the time until the end of the season.

Our numerical results indicate that the benefit of using customer purchase information is low when the firm can dynamically adjust the price and the discount. Likewise, when the firm needs to use a static price and a static discount throughout, the benefit to the firm from using customer purchase information is low. On the other hand, if the firm needs to use a static price but can adjust the discount levels dynamically, the use of purchase information is highly beneficial. Our numerical analysis also indicates that even though dynamic discounting decisions bring modest improvements over static decisions, setting prices dynamically seems
to have a more significant effect on the profits.

Given the prevalence of upselling among catalog and online retailers and the wealth of customer data available to such retailers, data-driven methods that help firms make better upselling decisions are likely to have an impact in practice. In this study, we focused mainly on obtaining insights into the question of upselling. A further line of work would be to develop models with more relaxed assumptions (e.g., allowing multiple promotional products, and pricing flexibility for regular products) and to develop and evaluate heuristic methods that are amenable for use in practice. For such application-oriented work, it is important to have a model where the parameters can be reliably estimated. Our consumer model may prove to be advantageous in this regard, since it does not require the estimation of joint distributions for reservation prices of multiple products. Instead, the correlation across products is captured through cross-segment probabilities (e.g., the probability that a customer who belongs to the target segment of a product, belongs to the target segment of the other product as well). Such cross-segment probabilities can be estimated while conducting the initial market segmentation. For example, conjoint analysis is widely used for market segmentation purposes, and there is a large body of research on how to use conjoint analysis for market segmentation. (See, for example, Green and Krieger, 1991, for an overview of using conjoint analysis for segmentation, and Vriens, Wedel and Wilms, 1996, for a comparison of several approaches to segmentation through conjoint analysis.) For our model, one can use conjoint analysis to estimate the reservation prices of target and non-target segments, and the cross-segment probabilities can be estimated in the process as well.
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Appendix A - Proofs for Sections 3 and 4.1

Proof of Proposition 1: Let $\mu_{R1}$ and $\mu_{R2}$ denote the mean reservation prices for customers who are in the target and non-target segments of the regular product, respectively. Similarly, define $\mu_{P1}$ and $\mu_{P2}$ to be the mean reservation prices for customers who are in the target and non-target segments of the promotional product, respectively. Then, we have

$$E(X) = q_{R1}\mu_{R1} + q_{R2}\mu_{R2}$$

and

$$E(Y) = q_{P1}\mu_{P1} + q_{P2}\mu_{P2}.$$ 

We also have

$$E(XY) = q_{R1}\int_0^\infty \int_0^\infty x y f_{R1}(x)(\delta_{11} f_{P1}(y) + \delta_{12} f_{P2}(y)) dxdy$$

$$+ q_{R2}\int_0^\infty \int_0^\infty x y f_{R2}(x)(\delta_{21} f_{P1}(y) + \delta_{22} f_{P2}(y)) dxdy$$

$$= q_{R1}\int_0^\infty y(\delta_{11} f_{P1}(y) + \delta_{12} f_{P2}(y)) \int_0^\infty x f_{R1}(x) dxdy$$

$$+ q_{R2}\int_0^\infty y(\delta_{21} f_{P1}(y) + \delta_{22} f_{P2}(y)) \int_0^\infty x f_{R2}(x) dxdy$$

$$= q_{R1}\mu_{R1} \int_0^\infty y(\delta_{11} f_{P1}(y) + \delta_{12} f_{P2}(y)) dy + q_{R2}\mu_{R2} \int_0^\infty y(\delta_{21} f_{P1}(y) + \delta_{22} f_{P2}(y)) dy$$

Hence, $E(XY)$ can simply be written as

$$E(XY) = q_{R1}\mu_{R1}(\delta_{11}\mu_{P1} + \delta_{12}\mu_{P2}) + q_{R2}\mu_{R2}(\delta_{21}\mu_{P1} + \delta_{22}\mu_{P2}).$$

Then, after a few algebraic manipulations, it can be shown that

$$\text{Cov}(X, Y) = q_{R1}\mu_{R1}[\mu_{P1}(\delta_{11} - q_{P1}) + \mu_{P2}(\delta_{12} - q_{P2})] + q_{R2}\mu_{R2}[\mu_{P1}(\delta_{21} - q_{P1}) + \mu_{P2}(\delta_{22} - q_{P2})].$$

Since $\delta_{11} + \delta_{12} = q_{P1} + q_{P2} = \delta_{21} + \delta_{22} = 1$, we have $\delta_{11} - q_{P1} = -(\delta_{12} - q_{P2})$ and $\delta_{21} - q_{P1} = -(\delta_{22} - q_{P2})$, which yields

$$\text{Cov}(X, Y) = (\mu_{P1} - \mu_{P2})[q_{R1}\mu_{R1}(\delta_{11} - q_{P1}) + q_{R2}\mu_{R2}(\delta_{21} - q_{P1})]$$

$$= (\mu_{P1} - \mu_{P2})[q_{R1}\mu_{R1}(\delta_{11} - q_{P1}) + q_{R2}\mu_{R2}(\delta_{21} - q_{P1})]$$
Finally, using the fact that $q_{P1} = q_{R1}\delta_{11} + q_{R2}\delta_{21}$ (see (1)), we establish that

$$Cov(X, Y) = q_{R1}q_{R2}(\mu_{P1} - \mu_{P2})(\mu_{R1} - \mu_{R2})(\delta_{11} + \delta_{22} - 1).$$

Since $\mu_{P1} - \mu_{P2} > 0$ and $\mu_{R1} - \mu_{R2} > 0$ (due to assumption (A3)), the result follows. \qed

**Proof of Proposition 2:** From (3), we have

$$q_{P1} - \tilde{q}_{P1} = q_{P1} - \frac{q_{R1}\delta_{11}F_{R1}(r)q_{R2}\delta_{21}F_{R2}(r)}{q_{R1}F_{R1}(r)q_{R2}F_{R2}(r)}.$$

Then, it can be shown that $q_{P1} - \tilde{q}_{P1} > 0$ if and only if

$$q_{R1}(q_{P1} - \delta_{11})F_{R1}(r) - q_{R2}(\delta_{21} - q_{P1})F_{R2}(r) > 0.$$

From assumption (A3), we have $F_{R1}(r) > F_{R2}(r)$ (since failure rate ordering implies usual stochastic ordering), and it can be checked from (1) that $q_{R1}(q_{P1} - \delta_{11}) = q_{R2}(\delta_{21} - q_{P1})$. Then, for the above inequality to hold true, we must have $q_{P1} > \delta_{11}$, which can be shown to be equivalent to $\delta_{11} + \delta_{22} < 1$ using (1). Hence, the result follows. \qed

**Proof of Theorem 1:** Throughout the proof, recall that an optimal $p_t$ and $d_t$ will solve the optimization problem in (8).

**Proof of (a):** Lemma 4 proves that $z_1^*(y, t) > z_2^*(y, t)$. Let $\bar{p} = z_1^*(y, t)$ and $\bar{d} = z_1^*(y, t) - z_2^*(y, t)$. Then $(\bar{p}, \bar{d})$ is a feasible price-discount pair for the optimization problem in (8), since $z_1^*(y, t) > z_2^*(y, t)$. Furthermore, $\Pi_1(\bar{p}, \Delta(y, t)) \geq \Pi_1(p, \Delta(y, t)), \forall p$, and $\Pi_2(\bar{p} - \bar{d}, \Delta(y, t)) \geq \Pi_2(p, \Delta(y, t)), \forall p$, since $z_1^*(y, t)$ and $z_2^*(y, t)$ maximize $\Pi_1(\cdot, \Delta(y, t))$ and $\Pi_2(\cdot, \Delta(y, t))$, respectively. Hence the result follows.

**Proof of (b):** If $\delta_{11} + \delta_{22} = 1$, it is easy to show that $q_{P1} = \tilde{q}_{P1}$. This implies that $z_1^*(y, t) = z_2^*(y, t)$, and thus it is optimal to set $p_t = z_1^*(y, t)$ and $d_t = 0$.

Now, in the remaining of the proof, suppose that $\delta_{11} + \delta_{22} > 1$. Then, Lemma 4 proves that $z_1^*(y, t) < z_2^*(y, t)$. Now, first, suppose for a contradiction that there exists an optimal price $\bar{p}_t$ and optimal discount $\bar{d}_t$ where $\bar{d}_t > 0$. Then, we must have $\Pi_1(\bar{p}_t - \bar{d}_t, \Delta(y, t)) \leq \Pi_1(\bar{p}_t, \Delta(y, t))$. (Otherwise, we obtain a contradiction to the optimality of $\bar{p}_t$.) Hence, using Lemma 3(a), we have $\Pi_2(\bar{p}_t - \bar{d}_t, \Delta(y, t)) < \Pi_2(\bar{p}_t, \Delta(y, t))$, which yields a contradiction to the optimality of $\bar{d}_t > 0$. Hence it must be that $\bar{d}_t = 0$.

Now that we know $\bar{d}_t = 0$, observe from (8) and the definition of $z^*(y, t)$ (given by (11)) that $z^*(y, t)$ will maximize the firm’s revenue. It remains to show that $z_1^*(y, t) \leq z^*(y, t) \leq z_2^*(y, t)$. 

2
First, suppose for a contradiction that \(z^*(y,t) < z^*_1(y,t)\). By definition of \(z^*_1(y,t)\), we have \(\Pi_1(z^*(y,t), \Delta(y,t)) < \Pi_1(z^*_1(y,t), \Delta(y,t))\). Now, using Lemma 3(a), we observe \(\Pi_2(z^*(y,t), \Delta(y,t)) < \Pi_2(z^*_1(y,t), \Delta(y,t))\). The last two inequalities together yield a contradiction to the optimality of \(z^*(y,t)\) for \(\lambda_P \Pi_1(\cdot, \Delta(y,t)) + \lambda_R \beta_R \Pi_2(\cdot, \Delta(y,t))\). Hence, \(z^*(y,t) \geq z^*_1(y,t)\).

Similarly, suppose for a contradiction that \(z^*(y,t) > z^*_2(y,t)\). By definition of \(z^*_2(y,t)\), we have \(\Pi_2(z^*_2(y,t), \Delta(y,t)) \geq \Pi_2(z^*(y,t), \Delta(y,t))\), and by Lemma 3(b), we obtain \(\Pi_1(z^*_2(y,t), \Delta(y,t)) > \Pi_1(z^*(y,t), \Delta(y,t))\). The last two inequalities together yield a contradiction to the optimality of \(z^*(y,t)\), so we must have \(z^*(y,t) \leq z^*_2(y,t)\). The result follows.

\[\square\]

**Proof of Proposition 3:** The proposition follows from the more general result proven in Lemma 5. \[\square\]

**Lemma 1** Define \(\theta_i(p, \Delta) = (p - \Delta)F_{P_i}(p), \ i = 1, 2\). Let \(\eta_i(y,t) = \arg \max_p \{\theta_i(p, \Delta(y,t))\}\), \(i = 1, 2\). Let \(z^*_i(y,t)\), \(z^*_2(y,t)\) and \(z^*(y,t)\) be as defined by (9), (10) and (11). Then:

(a) \(\eta_2(y,t) \leq \eta_1(y,t)\),
(b) \(\frac{d\theta_i(p, \Delta)}{dp} > (>)0\) for \(p < (>)\eta_i(y,t)\),
(c) \(z^*_1(y,t) \in [\eta_2(y,t), \eta_1(y,t)], z^*_2(y,t) \in [\eta_2(y,t), \eta_1(y,t)], z^*(y,t) \in [\eta_2(y,t), \eta_1(y,t)]\).

**Proofs of (a) and (b):** It is not difficult to show that \(\theta_i(p, \Delta)\) is strictly unimodal in \(p\) due to assumption (A2). (See, for example, Lariviere and Porteus, 2001.) Hence, \(\eta_i(y,t)\) must satisfy the first-order condition (FOC) for \(\theta_i(p, \Delta(y,t))\) with respect to \(p\). The FOC for \(\theta_i(p, \Delta(y,t))\), \(i = 1, 2\), with respect to \(p\) is given by:

\[
\frac{d\theta_i(p, \Delta)}{dp} = F_{P_i}(p) - (p - \Delta)f_{P_i}(p) = F_{P_i}(p) \left(1 - (p - \Delta)\frac{f_{P_i}(p)}{F_{P_i}(p)}\right) = 0, \ i = 1, 2, \quad (A-2)
\]

Now the FOCs in (A-2) along with assumption (A3) yields part (a). Part (b) follows directly from the unimodality of \(\theta_i(p, \Delta)\) in \(p\).

**Proof of (c):** Recall that \(z^*_i(y,t) = \inf \{p^*: \Pi_1(p^*, \Delta(y,t)) \geq \Pi_1(p, \Delta(y,t)), \forall p\}\). From (2) and (6), note that \(\Pi_1(p, \Delta(y,t)) = q_{p1} \theta_1(p, \Delta(y,t))) + q_{p2} \theta_2(p, \Delta(y,t))\). Since \(\theta_i(p, \Delta(y,t))\) is unimodal in \(p\) and \(\eta_2(y,t) \leq \eta_1(y,t)\), it follows that \(\Pi_1(p, \Delta(y,t))\) is increasing in \(p\) in the region where \(p < \eta_2(y,t)\) and decreasing in \(p\) in the region where \(p > \eta_1(y,t)\). Hence, it must be that \(z^*_i(y,t) \in [\eta_2(y,t), \eta_1(y,t)]\). The proofs of \(z^*_2(y,t) \in [\eta_2(y,t), \eta_1(y,t)]\) and \(z^*(y,t) \in [\eta_2(y,t), \eta_1(y,t)]\) are similar. \[\square\]
Proof of Proposition 4: We will consider two separate cases:

Case 1: $\delta_{11} + \delta_{22} < 1$ — From Theorem 1(a), we have that $p_i^*(y) = z_1^*(y,t)$. We know that $z_i^*(y,t)$ is increasing in $\Delta(y,t)$ (by Lemma 6). Now noting that $\Delta(y,t)$ is decreasing in $y$ and increasing in $t$ (by Proposition 3), we conclude that $p_i^*(y)$ is decreasing in $y$ and increasing in $t$. As for $p_i^*(y) - d_i^*(y)$, we note from Theorem 1(a) that $p_i^*(y) - d_i^*(y) = z_2^*(y,t)$, and we know that $z_2^*(y,t)$ is increasing in $\Delta(y,t)$ (by Lemma 6). Since $\Delta(y,t)$ is decreasing in $y$ and increasing in $t$ (by Proposition 3), it follows that $p_i^*(y) - d_i^*(y)$ is decreasing in $y$ and increasing in $t$.

Case 2: $\delta_{11} + \delta_{22} \geq 1$ — From Theorem 1(b), we have that

$$p_i^*(y) = p_i^*(y) - d_i^*(y) = z^*(y,t) := \inf\{p^*: \Pi(p^*, \Delta(y,t)) \geq \Pi(p, \Delta(y,t)), \forall p\}$$

where $\Pi(p, \Delta(y,t)) = \lambda_p \Pi_1(p, \Delta(y,t)) + \lambda_{R} \beta_R \Pi_2(p, \Delta(y,t))$. After noting that $z^*(y,t)$ is increasing in $\Delta(y,t)$ (by Lemma 6), the desired result follows since $\Delta(y,t)$ is decreasing in $y$ and increasing in $t$ (by Proposition 3).

Lemma 2 Suppose that $\delta_{11} + \delta_{22} < (>) (=) 1$. Then, $\frac{d\Pi_1(p, \Delta(y,t)) - \Pi_2(p, \Delta(y,t))}{dp} > (<)(=) 0$ for $p \in (\eta_2(y,t), \eta_1(y,t))$.

Proof of Lemma 2: We have

$$\Pi_1(p, \Delta(y,t)) - \Pi_2(p, \Delta(y,t)) = (\beta_p(p) - \alpha(p))(p - \Delta(y,t)).$$

Then,

$$\frac{d\Pi_1(p, \Delta(y,t)) - \Pi_2(p, \Delta(y,t))}{dp} = (\beta_p(p) - \alpha(p)) + (\beta_p'(p) - \alpha'(p))(p - \Delta(y,t))$$

$$= (q_{P1} - \tilde{q}_{P1})(F_{P1}(p) - (p - \Delta(y,t))f_{P1}(p))$$

$$+ (q_{P2} - \tilde{q}_{P2})(F_{P2}(p) - (p - \Delta(y,t))f_{P2}(p))$$

$$= (q_{P1} - \tilde{q}_{P1})$$

$$\times [F_{P1}(p) - (p - \Delta(y,t))f_{P1}(p) - F_{P2}(p) + (p - \Delta(y,t))f_{P2}(p)]$$

From Proposition 2, we know that $q_{P1} - \tilde{q}_{P1} > (<)(=)0$ if $\delta_{11} + \delta_{22} < (>) (=) 1$. Furthermore, observe that the term in brackets is $\frac{d\theta_1(p, \Delta)}{dp} - \frac{d\theta_2(p, \Delta)}{dp}$, which is strictly positive for $p \in (\eta_2(y,t), \eta_1(y,t))$ by Lemma 1(b). The result now follows. \qed
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Lemma 3  Let $x_1$ and $x_2$ be such that $\eta_2(y, t) < x_1 < x_2 < \eta_1(y, t)$. Suppose that $\delta_{11} + \delta_{22} < (>) (=) 1$.

(a) If $\Pi_1(x_1, \Delta) \geq (\leq) (=) \Pi_1(x_2, \Delta)$, then $\Pi_2(x_1, \Delta) > (<) (=) \Pi_2(x_2, \Delta)$.

(b) If $\Pi_2(x_1, \Delta) \leq (\geq) (=) \Pi_2(x_2, \Delta)$, then $\Pi_1(x_1, \Delta) < (>)(=) \Pi_1(x_2, \Delta)$

Proof of Lemma 3: Suppose $\delta_{11} + \delta_{22} < 1$. Then, by Lemma 2, we have $\Pi_1(x_1, \Delta) - \Pi_2(x_1, \Delta) < \Pi_1(x_2, \Delta) - \Pi_2(x_2, \Delta)$. In addition, suppose $\Pi_1(x_1, \Delta) \geq \Pi_1(x_2, \Delta)$. The last two inequalities together imply that $\Pi_2(x_1, \Delta) > \Pi_2(x_2, \Delta)$, which completes the proof of part (a) for $\delta_{11} + \delta_{22} < 1$. Symmetric arguments yield part (b). The proofs for $\delta_{11} + \delta_{22} > 1$ and $\delta_{11} + \delta_{22} = 1$ are similar. \hfill \Box

Lemma 4 Suppose that $\delta_{11} + \delta_{22} < (>) (=) 1$. Then, $z_1^*(y, t) > (<) (=) z_2^*(y, t)$.

Proof of Lemma 4: We will prove the result for $\delta_{11} + \delta_{22} < 1$; the proofs of the other cases are similar. The proof is by contradiction. Suppose $z_1^*(y, t) < z_2^*(y, t)$. By definition of $z_2^*(y, t)$, we have

$$\Pi_2(z_1^*(y, t), \Delta(y, t)) < \Pi_2(z_2^*(y, t), \Delta(y, t)).$$

Then, applying Lemma 3(b) with $x_1 = z_1^*(y, t)$ and $x_2 = z_2^*(y, t)$, we have

$$\Pi_1(z_1^*(y, t), \Delta(y, t)) < \Pi_1(z_2^*(y, t), \Delta(y, t)),$$

which is a contradiction to the optimality of $z_1^*(y, t)$ for $\Pi_1(\cdot, \Delta(y, t))$. Hence, when $\delta_{11} + \delta_{22} < 1$, we must have $z_1^*(y, t) \geq z_2^*(y, t)$. It still remains to show that $z_1^*(y, t) \neq z_2^*(y, t)$. To that end, suppose for a contradiction that $z_1^*(y, t) = z_2^*(y, t)$. Note that we must have $\left. \frac{d\Pi_2(p, \Delta(y, t))}{dp} \right|_{p=z_2^*(y, t)} = 0$ (since $z_2^*(y, t)$ is an interior optimizer of $\Pi_2(\cdot, \Delta(y, t))$). Hence, by Lemma 2, we must have $\left. \frac{d\Pi_1(p, \Delta(y, t))}{dp} \right|_{p=z_1^*(y, t)} > 0$, which is a contradiction to the optimality of $z_1^*(y, t)$ for $\Pi_1(\cdot, \Delta(y, t))$. Therefore, we cannot have $z_1^*(y, t) = z_2^*(y, t)$, which concludes the proof for $\delta_{11} + \delta_{22} < 1$. \hfill \Box

Lemma 5 Consider a slightly more general version of the DP formulation in (5):

$$V_i(y) = V_{i-1}(y) + \max_{p_t \in A, d_t \in B(p_t)} \left\{ \lambda_F\beta_F(p_t) \left( p_t + V_{i-1}(y - 1) - V_{i-1}(y) \right) \right.$$

$$+ \left. \lambda_R\beta_R \left[ \alpha(p_t - d_t) \left( p_t - d_t + V_{i-1}(y - 1) - V_{i-1}(y) \right) \right] \right\} \quad (A-3)$$
where both $A$ and $B$ are non-negative sets of real numbers, $B$ possibly depends on $p_t$ and for any $d_t \in B(p_t)$, $p_t - d_t \geq 0$. Then, we have:

(a) $V_{t+1}(y + 1) - V_{t+1}(y) \geq V_t(y + 1) - V_t(y)$, or $\Delta(y + 1, t) \geq \Delta(y + 1, t - 1)$.
(b) $V_{t+1}(y) - V_t(y) \geq V_{t+2}(y) - V_{t+1}(y)$
(c) $V_t(y + 1) - V_t(y) \geq V_t(y + 2) - V_t(y + 1)$, or $\Delta(y + 1, t - 1) \geq \Delta(y + 2, t - 1)$.

**Proof of Lemma 5:** Following Bitran and Mondschein (1993), we will use an inductive argument on $k = y + t$. For $k = 0$, all inequalities hold. Now, assume that all inequalities hold for $y + t < k$. We will prove that they also hold for $y + t = k$.

**Proof of (a):** Since there exists an optimal solution, for some $p^o \in A$ and $d^o \in B(p^o)$, we have

\[
V_{t+1}(y) = V_t(y) + \lambda P \beta_P(p^o)(p^o + V_t(y - 1) - V_t(y)) \\
+ \lambda R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_t(y - 1) - V_t(y))]
\]

which can also be written as

\[
V_{t+1}(y) - V_t(y) = \lambda P \beta_P(p^o)(p^o + V_t(y - 1) - V_t(y)) \\
+ \lambda R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_t(y - 1) - V_t(y))]. \tag{A-4}
\]

Then, we also have

\[
V_{t+1}(y + 1) \geq V_t(y + 1) + \lambda P \beta_P(p^o)(p^o + V_t(y) - V_t(y + 1)) \\
+ \lambda R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_t(y) - V_t(y + 1))],
\]

which can also be written as

\[
V_{t+1}(y + 1) - V_t(y + 1) \geq \lambda P \beta_P(p^o)(p^o + V_t(y) - V_t(y + 1)) \\
+ \lambda R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_t(y) - V_t(y + 1))]. \tag{A-5}
\]

By the induction assumption for (c),

\[
V_t(y) - V_t(y + 1) \geq V_t(y - 1) - V_t(y).
\]

Using this in (A-5), we get

\[
V_{t+1}(y + 1) - V_t(y + 1) \geq \lambda P \beta_P(p^o)(p^o + V_t(y - 1) - V_t(y)) \\
+ \lambda R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_t(y - 1) - V_t(y))]. \tag{A-6}
\]
Finally, from (A-4) and (A-6), we conclude that
\[ V_{t+1}(y + 1) - V_{t+1}(y) \geq V_t(y + 1) - V_t(y). \]

**Proof of (b):** Since there exists an optimal solution, for some \( p^o \in A \) and \( d^o \in B(p^o) \), we have
\[
V_{t+2}(y) = V_{t+1}(y) + \lambda_P \beta_P (p^o)(p^o + V_{t+1}(y - 1) - V_{t+1}(y)) \\
+ \lambda_R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_{t+1}(y - 1) - V_{t+1}(y))],
\]
which can also be written as
\[
V_{t+2}(y) - V_{t+1}(y) = \lambda_P \beta_P (p^o)(p^o + V_{t+1}(y - 1) - V_{t+1}(y)) \\
+ \lambda_R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_{t+1}(y - 1) - V_{t+1}(y))]. \tag{A-7}
\]
Then, we also have
\[
V_{t+1}(y) \geq V_{t}(y) + \lambda_P \beta_P (p^o)(p^o + V_{t}(y - 1) - V_{t}(y)) \\
+ \lambda_R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_{t}(y - 1) - V_{t}(y))],
\]
which can also be written as
\[
V_{t+1}(y) - V_{t}(y) \geq \lambda_P \beta_P (p^o)(p^o + V_{t}(y - 1) - V_{t}(y)) \\
+ \lambda_R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_{t}(y - 1) - V_{t}(y))]. \tag{A-8}
\]
By the induction assumption on (a),
\[
V_{t}(y - 1) - V_{t}(y) \geq V_{t+1}(y - 1) - V_{t+1}(y).
\]
Using this in (A-8), we get
\[
V_{t+1}(y) - V_{t}(y) \geq \lambda_P \beta_P (p^o)(p^o + V_{t+1}(y - 1) - V_{t+1}(y)) \\
+ \lambda_R \beta_R [\alpha(p^o - d^o)(p^o - d^o + V_{t+1}(y - 1) - V_{t+1}(y))]. \tag{A-9}
\]
Finally, from (A-7) and (A-9), we conclude that
\[
V_{t+1}(y) - V_{t}(y) \geq V_{t+2}(y) - V_{t+1}(y).
\]
Proof of (c): Following as in parts (a) and (b), we can show that for some $p^o \in A$ and $d^o \in B(p^o)$, we have

\[
V_t(y + 2) - V_{t-1}(y + 1) = \lambda_p\beta_p(p^o)(p^o + V_{t-1}(y + 1) - V_{t-1}(y + 2)) \\
+ \lambda_{R\beta_R}[\alpha(p^o - d^o)(p^o - d^o + V_{t-1}(y + 1) - V_{t-1}(y + 2))] \\
+ V_{t-1}(y + 2) - V_{t-1}(y + 1) = (V_{t-1}(y + 2) - V_{t-1}(y + 1))(1 - \lambda_p\beta_p(p^o) - \lambda_{R\beta_R}(p^o - d^o)) \\
+ \lambda_p\beta_p(p^o)p^o + [\lambda_{R\beta_R}(p^o - d^o)(p^o - d^o)].
\]  

(A-10)

and

\[
V_{t+1}(y + 1) - V_t(y) \geq \lambda_p\beta_p(p^o)(p^o + V_t(y) - V_t(y + 1)) \\
+ \lambda_{R\beta_R}[\alpha(p^o - d^o)(p^o - d^o + V_t(y) - V_t(y + 1))] \\
+ V_t(y + 1) - V_t(y) = (V_t(y + 1) - V_t(y))(1 - \lambda_p\beta_p(p^o) - \lambda_{R\beta_R}(p^o - d^o)) \\
+ \lambda_p\beta_p(p^o)p^o + [\lambda_{R\beta_R}(p^o - d^o)(p^o - d^o)].
\]  

(A-11)

By the induction assumptions on (a) and (c), we have

\[
V_t(y + 1) - V_t(y) \geq V_{t-1}(y + 1) - V_{t-1}(y) \geq V_{t-1}(y + 2) - V_{t-1}(y + 1).
\]

Using this together with (A-11), we get

\[
V_{t+1}(y + 1) - V_t(y) \geq (V_{t-1}(y + 2) - V_{t-1}(y + 1))(1 - \lambda_p\beta_p(p^o) - \lambda_{R\beta_R}(p^o - d^o)) \\
+ \lambda_p\beta_p(p^o)p^o + [\lambda_{R\beta_R}(p^o - d^o)(p^o - d^o)].
\]  

(A-12)

From (A-10) and (A-12), we have

\[
V_{t+1}(y + 1) - V_t(y) \geq V_t(y + 2) - V_t(y + 1).
\]

Also, using part (b) for $(y + 1, t - 1)$ (note that (ii) has already been verified for $y + t = k$), we have

\[
V_t(y + 1) - V_{t-1}(y + 1) \geq V_{t+1}(y + 1) - V_t(y + 1).
\]

Adding up both inequalities, it follows that

\[
V_t(y + 1) - V_t(y) \geq V_t(y + 2) - V_t(y + 1).
\]

\[\square\]
Lemma 6 Let $\Pi(p, \Delta) = a\Pi_1(p, \Delta) + b\Pi_2(p, \Delta)$ where $a \geq 0, b \geq 0$ and $\Pi_1(p, \Delta)$ and $\Pi_2(p, \Delta)$ are as defined by (6) and (7). Let $p^*_1(\Delta) = \inf\{p^* : \Pi_1(p^*, \Delta) \geq \Pi_1(p, \Delta), \forall p\}$, $p^*_2(\Delta) = \inf\{p^* : \Pi_2(p^*, \Delta) \geq \Pi_2(p, \Delta), \forall p\}$ and $p^*(\Delta) = \inf\{p^* : \Pi(p^*, \Delta) \geq \Pi(p, \Delta), \forall p\}$. Then, $p^*_1(\Delta)$, $p^*_2(\Delta)$ and $p^*(\Delta)$ are all increasing in $\Delta$.

Proof of Lemma 6: We will first prove the result for $p^*_1(\Delta)$. Let $C := \{(p, \Delta) : \Delta > 0$ and $p > \Delta\}$. By Theorem 8.1 on p.124 of Porteus (2002), it is sufficient to show that $\Pi_1(p, \Delta)$ is supermodular on $C$. Hence, we need to prove that the following inequality is true for any $x = (x_1, x_2) \in C$ and $y = (y_1, y_2) \in C$:

$$\Pi_1(x \land y) + \Pi_1(x \lor y) \geq \Pi_1(x) + \Pi_1(y) \tag{A-13}$$

where $x \land y = (\min(x_1, y_1), \min(x_2, y_2))$ and $x \lor y = (\max(x_1, y_1), \max(x_2, y_2))$. We will consider two cases:

Case 1, $x_1 \geq y_1$ and $x_2 \geq y_2$: In this case, the desired inequality holds trivially since $x \land y = y$ and $x \lor y = x$.

Case 2, $x_1 \geq y_1$ and $x_2 < y_2$: By substituting $\Pi_1(p, \Delta) = \beta_P(p)(p - \Delta)$ in (A-13) and after some algebra, one can show that the inequality in (A-13) is equivalent to the following:

$$\Pi_1(x \land y) + \Pi_1(x \lor y) - \Pi_1(x) - \Pi_1(y) = (y_2 - x_2)(\beta_P(y_1) - \beta_P(x_1)) \geq 0$$

The above inequality holds under the assumptions of Case 2 due to the fact that $\beta_P(x)$ is decreasing in $x$. This concludes the proof of the supermodularity of $\Pi_1(p, \Delta)$’s on $C$, which allows us to conclude $p^*_1(\Delta)$ is increasing in $\Delta$.

As for $p^*_2(\Delta)$, the proof is similar, and uses the fact that $\Pi_2(p, \Delta)$ is supermodular. Finally, since $\Pi_1(p, \Delta)$ and $\Pi_2(p, \Delta)$ are supermodular, $\Pi(p, \Delta) = a\Pi_1(p, \Delta) + b\Pi_2(p, \Delta)$ is supermodular (by Lemma 8.3 on p.123 of Porteus (2002)), and this allows us to conclude that $p^*(\Delta)$ is increasing in $\Delta$. $\square$
Appendix B - Proofs for Section 4.2

Proposition 5 corresponds to parts (b), (d) and (e) of the following proposition and Theorem 2 corresponds to part (c).

**Proposition 8** Let $d^*_t(x, y)$ denote the largest optimal discount corresponding to the smallest optimal price when there are $t$ time periods to go, there are $x$ units of the regular product and $y$ units of the promotional product. Suppose that $\delta_{11} + \delta_{22} < 1$. Then,

(a) $V_t(x + 1, y) - V_t(x, y) \geq 0$, $V_t(x, y + 1) - V_t(x, y) \geq 0$ for $x \geq 0$, $y \geq 0$, $t \geq 0$

(b) $\Delta(x + 1, y + 1, t) \geq \Delta(x, y + 1, t)$ for $x \geq 0$, $y \geq 0$, $t \geq 1$

(c) $d^*_t(x, y) > 0$ for $x \geq 0$, $y \geq 1$, $t \geq 1$.

(d) $\Delta(x, y + 2, t) \leq \Delta(x, y + 1, t)$ for $x \geq 0$, $y \geq 0$, $t \geq 1$

(e) $\Delta(x, y + 1, t + 1) \geq \Delta(x, y + 1, t)$ for $x \geq 0$, $y \geq 0$, $t \geq 1$

**Proof of Proposition 8:** We skip the proof of part (a) since it immediately follows from (12) with a simple induction argument. Throughout the proof, recall the definition that

$$\Delta(x, y + 1, t) = V_{t-1}(x, y + 1) - V_{t-1}(x, y)$$

for any $x, y \geq 0$ and $t \geq 1$.

In this proof, we utilize Lemma A1 of Netessine, Savin, and Xiao (2006), stated as Lemma 8 at the end of Appendix B.

**Proof of (b):** The proof is by induction. Note that (b) holds trivially when $t = 1$ or $y = 0$. Suppose that for some $t > 1$,

$$\Delta(x + 1, y + 1, t) \geq \Delta(x, y + 1, t) \quad (A-14)$$

We need to prove that

$$\Delta(x + 1, y, t + 1) \geq \Delta(x, y, t + 1)$$

It is sufficient to consider two different cases.

**Case 1:** $x, y \geq 1$.

Since $\delta_{11} + \delta_{22} < 1$, using (A-14) and Lemma 7, it follows that $d^*_t(x, y) > 0$. Therefore, we
can use (12) to write

\[ V_t(x + 1, y + 1) - V_t(x, y + 1) = \]
\[ \lambda_R \beta_R \left[ V_{t-1}(x, y + 1) - V_{t-1}(x - 1, y + 1) + \max_z \{ \alpha(z) (z + V_{t-1}(x, y) - V_{t-1}(x, y + 1)) \} \right. \]
\[ - \max_z \{ \alpha(z) (z + V_{t-1}(x - 1, y) - V_{t-1}(x - 1, y + 1)) \} \]
\[ + \lambda_P \left[ V_{t-1}(x + 1, y + 1) - V_{t-1}(x, y + 1) + \max_z \{ \beta_P(z) (z + V_{t-1}(x + 1, y) - V_{t-1}(x + 1, y + 1)) \} \right. \]
\[ - \max_z \{ \beta_P(z) (z + V_{t-1}(x, y) - V_{t-1}(x, y + 1)) \} \]
\[ + (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(x + 1, y + 1) - V_{t-1}(x, y + 1)). \]  (A-15)

Define
\[ g(x) = \max_z \{ \beta_P(z)(z - x) \} \] and \[ h(x) = \max_z \{ \alpha(z)(z - x) \}. \]

Using the above definition, we can rewrite (A-15) as:

\[ V_t(x + 1, y + 1) - V_t(x, y + 1) = \lambda_R \beta_R \left[ \frac{V_{t-1}(x, y + 1) - V_{t-1}(x - 1, y + 1)}{h(\Delta(x, y + 1, t)) - h(\Delta(x - 1, y + 1, t))} \right. \]
\[ + \lambda_P \left[ \frac{V_{t-1}(x + 1, y + 1) - V_{t-1}(x, y + 1)}{g(\Delta(x + 1, y + 1, t)) - g(\Delta(x, y + 1, t))} \right. \]
\[ + (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(x + 1, y + 1) - V_{t-1}(x, y + 1)) \]

It now follows from Lemma 8 and (A-14) that

\[ V_t(x + 1, y + 1) - V_t(x, y + 1) \geq \lambda_R \beta_R \left[ \frac{V_{t-1}(x, y + 1) - V_{t-1}(x - 1, y + 1)}{\Delta(x, y + 1, t) + \Delta(x - 1, y + 1, t)} \right. \]
\[ + \lambda_P \left[ \frac{V_{t-1}(x + 1, y + 1) - V_{t-1}(x, y + 1)}{\Delta(x + 1, y + 1, t) + \Delta(x, y + 1, t)} \right. \]
\[ + (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(x + 1, y) - V_{t-1}(x, y)) \]

Using the definition of \( \Delta(x, y, t) \), we can simplify the inequality above:

\[ V_t(x + 1, y + 1) - V_t(x, y + 1) \geq \lambda_R \beta_R (V_{t-1}(x, y) - V_{t-1}(x - 1, y)) \]
\[ + \lambda_P (V_{t-1}(x + 1, y) - V_{t-1}(x, y)) \]
\[ + (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(x + 1, y) - V_{t-1}(x, y)) \]
Applying again Lemma 8 and (A-14), we can write

\[
V_t(x + 1, y + 1) - V_t(x, y + 1) \geq \lambda_R \beta_R \left[ V_{t-1}(x, y + 1) + \max_z \{ \alpha(z) (z + V_{t-1}(0, y) - V_{t-1}(0, y + 1)) \} \right] \\
+ \lambda_P \left[ V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1) + \max_z \{ \beta_P(z) (z + V_{t-1}(1, y) - V_{t-1}(1, y + 1)) \} \right. \\
- \max_z \{ \beta_P(z) (z + V_{t-1}(0, y) - V_{t-1}(0, y + 1)) \} \left. \right] \\
+ (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1))
\]

where the last equality follows from (12). Thus, we have shown that

\[
V_t(x + 1, y + 1) - V_t(x, y + 1) \geq V_t(x + 1, y) - V_t(x, y),
\]

which is equivalent to \( \Delta(x + 1, y, t + 1) \geq \Delta(x, y, t + 1) \).

**Case 2:** \( x = 0, y \geq 1 \).

As in Case 1, since \( \delta_{11} + \delta_{22} < 1 \), we have \( d^*_t(x, y) > 0 \), and we can write

\[
V_t(1, y + 1) - V_t(0, y + 1) = \\
\lambda_R \beta_R \left[ V_{t-1}(0, y + 1) + \max_z \{ \alpha(z) (z + V_{t-1}(0, y) - V_{t-1}(0, y + 1)) \} \right] \\
+ \lambda_P \left[ V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1) + \max_z \{ \beta_P(z) (z + V_{t-1}(1, y) - V_{t-1}(1, y + 1)) \} \right. \\
- \max_z \{ \beta_P(z) (z + V_{t-1}(0, y) - V_{t-1}(0, y + 1)) \} \left. \right] \\
+ (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1)),
\]

which we can rewrite as

\[
V_t(1, y + 1) - V_t(0, y + 1) = \lambda_R \beta_R \left[ V_{t-1}(0, y + 1) + h(\Delta(0, y + 1, t)) \right] \\
+ \lambda_P \left[ V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1) \right. \\
+ g(\Delta(1, y + 1, t)) - g(\Delta(0, y + 1, t)) \left. \right] \\
+ (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1))
\]

Since \( V_{t-1}(0, y + 1) \geq V_{t-1}(0, y) \) (by Proposition 8(a)), \( \Delta(1, y + 1, t) \geq \Delta(0, y + 1, t) \) (by (A-14)) and \( \Delta(0, y + 1, t) \leq \Delta(0, y, t) \) (by Proposition 3(b)), we obtain:

\[
V_t(1, y + 1) - V_t(0, y + 1) \geq \lambda_R \beta_R \left[ V_{t-1}(0, y) + h(\Delta(0, y, t)) \right] \\
+ \lambda_P (V_t(1, y) - V_t(0, y)) \\
+ (1 - \lambda_R \beta_R - \lambda_P) (V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1))
\]
Since $\Delta(1, y, t) \geq \Delta(0, y, t)$ (by (A-14)), we can write
\[
V_t(1, y + 1) - V_t(0, y + 1) \geq \lambda_R \beta_R [V_{t-1}(0, y) + h(\Delta(0, y, t))]
\]
\[
+ \lambda_P \left[ + V_{t-1}(1, y) - V_{t-1}(0, y) + g(\Delta(1, y, t)) - g(\Delta(0, y, t)) \right]
\]
\[
+ (1 - \lambda_R \beta_R - \lambda_P)(V_{t-1}(1, y + 1) - V_{t-1}(0, y + 1))
\]
\[
= V_t(1, y) - V_t(0, y), \tag{A-16}
\]
where the last equality follows from (12). Thus, we have shown that
\[
V_t(1, y + 1) - V_t(0, y + 1) \geq V_t(1, y) - V_t(0, y),
\]
which is equivalent to $\Delta(1, y + 1, t + 1) \geq \Delta(0, y + 1, t + 1)$, concluding the proof of (b).

**Proof of (c):** Part (c) follows from part (b) of the proposition and Lemma 7.

**Proof of (d):** The proof is by induction. Note that part (d) holds trivially when $t = 1$. Furthermore, part (d) holds for $x = 0$ by Proposition 3(b). Suppose that for some $t \geq 1$,
\[
\Delta(x, y + 2, t) \leq \Delta(x, y + 1, t) \text{ for any } x \geq 1, y \geq 0 \tag{A-17}
\]
We need to prove that
\[
\Delta(x, y + 2, t + 1) \geq \Delta(x, y + 1, t + 1) \text{ for any } x \geq 1, y \geq 0
\]
Part (c) of the proposition along with (12) allow us to write:
\[
\Delta(x, y + 2, t + 1) = V_t(x, y + 2) - V_t(x, y + 1) =
\]
\[
\lambda_R \beta_R \left[ + V_{t-1}(x - 1, y + 2) - V_{t-1}(x - 1, y + 1) \right]
\]
\[
+ \lambda_P \left[ + \max_z \{\alpha(z) (z + V_{t-1}(x - 1, y + 1) - V_{t-1}(x - 1, y + 2))\}
\]
\[
- \max_z \{\alpha(z) (z + V_{t-1}(x - 1, y) - V_{t-1}(x - 1, y + 1))\}
\]
\[
+ (1 - \lambda_R \beta_R - \lambda_P)(V_{t-1}(x, y + 2) - V_{t-1}(x, y + 1)) \tag{A-18}
\]
Using the definitions of $h(x), g(x)$ and $\Delta(x, y, t)$, we can simplify the equality above:
\[
\Delta(x, y + 2, t + 1) =
\]
\[
\lambda_R \beta_R [\Delta(x - 1, y + 2, t) + h(\Delta(x - 1, y + 2, t)) - h(\Delta(x - 1, y + 1, t))]
\]
\[
+ \lambda_P [\Delta(x, y + 2, t) + g(\Delta(x, y + 2, t)) - g(\Delta(x, y + 1, t))]
\]
\[
+ (1 - \lambda_R \beta_R - \lambda_P)\Delta(x, y + 2, t).
\]
Using Lemma 8 and (A-17), we obtain from the above equality
\[
\Delta(x, y + 2, t + 1) \leq \lambda R \beta R \Delta(x - 1, y + 1, t) + \lambda P \Delta(x, y + 1, t) + (1 - \lambda R \beta R - \lambda P) \Delta(x, y + 2, t)
\]
Since \(\Delta(x - 1, y + 1, t) \leq \Delta(x - 1, y, t), \Delta(x, y + 1, t) \leq \Delta(x, y, t)\) and \(\Delta(x, y + 2, t) \leq \Delta(x, y + 1, t)\) (all by (A-17)), we can write
\[
\Delta(x, y + 2, t + 1) \leq \lambda R \beta R \Delta(x - 1, y + 1, t) + \lambda P \Delta(x, y + 1, t) + (1 - \lambda R \beta R - \lambda P) \Delta(x, y + 2, t).
\]
where the next to last equality follows from (12). This concludes the proof of (d).

**Proof of (e):** Given the result proven in part (d) of the proposition, the proof of part (e) follows the same line of reasoning as the proof of Proposition 3(a). \(\square\)

Before we state and prove Lemma 7, we first introduce new notation. For \(x, y \geq 1\), we can rewrite (12) as
\[
V_t(x, y) = (1 - \lambda R \beta R)V_{t-1}(x, y) + \lambda R \beta R V_{t-1}(x - 1, y)
\]
\[
+ \max_{p \geq d \geq 0} \{\lambda R \beta R \alpha(p - d)(p - d - \Delta(x - 1, y, t)) + \lambda P \beta P(p)(p - \Delta(x, y, t))\}
\]
Let \(\Pi_1(p, \Delta)\) and \(\Pi_2(p, \Delta)\) be as defined by (6) and (7), that is:
\[
\Pi_1(p, \Delta) = \beta P(p)(p - \Delta)\quad\text{and}\quad\Pi_2(p, \Delta) = \alpha(p)(p - \Delta).
\]
Then, in period \(t\), a firm with \(x\) units of regular product and \(y\) units of the promotional product is solving the following single-stage optimization problem:
\[
\max_{p \geq d \geq 0} \{\lambda P \Pi_1(p, \Delta(x, y, t)) + \lambda R \beta R \Pi_2(p - d, \Delta(x - 1, y, t))\}.
\]
Finally, define
\[
z_1^*(\Delta) = \inf\{p^*: \Pi_1(p^*, \Delta) \geq \Pi_1(p, \Delta) \ \forall p\}
\]
and
\[
z_2^*(\Delta) = \inf\{p^*: \Pi_2(p^*, \Delta) \geq \Pi_2(p, \Delta) \ \forall p\}.
\]
Lemma 7 Suppose that for some fixed $t > 0$, we have
\[ \Delta(x + 1, y + 1, t) \geq \Delta(x, y + 1, t) \] (A-19)
for all $x, y \geq 0$. Then, if $\delta_{11} + \delta_{22} < 1$, we have $z_1^*(\Delta(x, y, t)) > z_2^*(\Delta(x - 1, y, t))$ and $d_i^*(x, y) = z_1^*(\Delta(x, y, t)) - z_2^*(\Delta(x - 1, y, t)) > 0$ for all $x \geq 1$ and $y \geq 0$.

Proof of Lemma 7: First, we note that $z_1^*(\Delta(x - 1, y, t)) > z_2^*(\Delta(x - 1, y, t))$. (The proof of this result follows as in Lemma 4 and is therefore omitted.) It now remains to show that $z_1^*(\Delta(x, y, t)) \geq z_1^*(\Delta(x - 1, y, t))$. Given (A-19), it is easy to verify that
\[ \frac{d}{dp} [\Pi_1(p, \Delta(x, y, t)) - \Pi_1(p, \Delta(x - 1, y, t))] = \frac{d\beta_1(p)}{dp} (\Delta(x - 1, y, t) - \Delta(x, y, t)) \geq 0. \] (A-20)
From the definition of $z_1^*(\Delta(x - 1, y, t))$,
\[ \Pi_1(z_1^*(\Delta(x, y, t)), \Delta(x - 1, y, t)) \leq \Pi_1(z_1^*(\Delta(x - 1, y, t)), \Delta(x - 1, y, t)). \]
Now, suppose for contradiction that $z_1^*(\Delta(x, y, t)) < z_1^*(\Delta(x - 1, y, t))$. Then, from (A-20), it follows that
\[ \Pi_1(z_1^*(\Delta(x, y, t)), \Delta(x, y, t)) \leq \Pi_1(z_1^*(\Delta(x - 1, y, t)), \Delta(x, y, t)), \]
which is a contradiction to the definition of $z_1^*(\Delta(x, y, t))$. Hence, $z_1^*(\Delta(x, y, t)) \geq z_1^*(\Delta(x - 1, y, t))$ and the result follows.

Proof of Proposition 6: First, use Lemma 6 to observe that $z_1^*(\Delta)$ and $z_2^*(\Delta)$ are both increasing in $\Delta$. Now, by Proposition 8(b) and Lemma 7, note that in period $t$ with $x$ units of regular inventory and $y$ units of promotional inventory, the optimal announced price will be given by $z_1^*(\Delta(x, y, t))$ and the optimal upsell price will be given by $z_1^*(\Delta(x, y, t))$. The monotonicity results now follow from Proposition 8(b)–(d).

Lemma 8 (Netessine, Savin, and Xiao) Let $g(x) = \max_{z \in A} \{\theta(z)(z - x)\}$ where $\theta(z)$ is non-decreasing in $z$ with $0 \leq \theta(z) \leq 1$. Then, for any $x_1, x_2 \geq 0$,
\[ \max(0, x_2 - x_1) \geq g(x_1) - g(x_2) \geq \min(0, x_2 - x_1). \]

Proof of Lemma 8: For a proof, see Netessine, Savin, and Xiao (2006).
Appendix C - Model details and proofs for Section 4.3

We will require some changes to the notation defined earlier. The following is a list of the notation to be used in this section:

- \( r_k \): exogenously fixed price of regular product \( k \)
- \( p_t \): announced price of the promotional product in period \( t \)
- \( d_{tk} \): discount offered on the promotional product in the upsell stage to a customer who purchased regular product \( k \) in the initial stage of period \( t \)
- \( \lambda_k \): the probability that a potential customer for regular item \( k \) will arrive in a given period
- \( \lambda_P \): the probability that a potential customer for the promotional item will arrive in a given period
- \( F_{ik} \): the cdf of the reservation price of segment \( i \) customers for regular item \( k \)
- \( F_{Pi} \): the cdf of the reservation price of segment \( i \) customers for the promotional item
- \( q_{ik} \): the probability that a customer belongs to segment \( i \) for regular item \( k \)
- \( q_{Pi} \): the probability that a customer belongs to segment \( i \) for the promotional item
- \( \hat{q}_{Pik} \): the probability that a customer belongs to segment \( i \) for the promotional item given that the customer bought regular item \( k \) in the initial stage
- \( \delta_{ijk} \): the probability that a customer belongs to segment \( j \) for the promotional item given that she belongs to segment \( i \) for regular item \( k \)
- \( \beta_k \): the probability that a potential customer for regular product \( k \) will buy it at the exogenously-fixed price
- \( \beta_P(x) \): the probability that a potential customer for the promotional product will buy it at price \( x \)
- \( \alpha_k(x) \): given that a customer bought regular item \( k \) in the initial stage, the probability that the customer will buy the promotional item in the upsell stage at price \( x \)

Given the notation above, \( \beta_k, \beta_P(x) \) and \( \alpha_k(x) \) are obtained from \( q_{ik}, q_{Pi} \) and \( \hat{q}_{Pik} \) as before. The optimality equations, given by (5) for the single regular product case, can now be
modified as follows:

\[
V_t(y) = V_{t-1}(y) + \max_{p_t, d_t} \{ \lambda P \beta P (p_t) (p_t + V_{t-1}(y-1) - V_{t-1}(y)) \\
+ \sum_{k=1}^{n} \lambda_k \beta k \alpha_k (p_t - d_{tk}) (p_t - d_{tk} + V_{t-1}(y-1) - V_{t-1}(y)) \},
\]

\[y > 0, t = 1, \ldots, T \text{(A-21)}\]

Once again, define \( \Delta(y, t) = V_{t-1}(y) - V_{t-1}(y-1) \) and

\[
\Pi_1(p, \Delta) = \beta P (p - \Delta), \\
\Pi_{2k}(p, \Delta) = \alpha_k (p - \Delta), k = 1, \ldots, n.
\]

Using the definitions above, we can write the optimality equations in (A-21) in the following alternative form:

\[
\max_p \left\{ \lambda P \Pi_1(p, \Delta(y, t)) + \sum_{k=1}^{n} \max_{0 \leq p_k \leq p} \{ \lambda_k \beta_k \Pi_{2k}(p_k, \Delta(y, t)) \} \right\} \quad \text{(A-22)}
\]

As in the single regular product case, define \( z_1^*(y, t) \) and \( z_{2k}^*(t, y) \) as:

\[
z_1^*(y, t) = \inf \{ p^* : \Pi_1(p^*, \Delta(y, t)) \geq \Pi_1(p, \Delta(y, t)), \forall p \}
\]

\[
z_{2k}^*(t, y) = \inf \{ p^* : \Pi_{2k}(p^*, \Delta(y, t)) \geq \Pi_{2k}(p, \Delta(y, t)), \forall p \}
\]

In addition, let \( p_t^*(y) \) denote the optimal announced price of the promotional item with \( y \) units in inventory and \( t \) periods to go. (We pick the smallest maximizer when multiple maximizers exist.) It is given by

\[
p_t^*(y) = \inf \left\{ p^* : \lambda P \Pi_1(p^*, \Delta(y, t)) + \sum_{k=1}^{n} \max_{0 \leq p_k \leq p^*} \{ \lambda_k \beta_k \Pi_{2k}(p_k, \Delta(y, t)) \} \right\}
\]

\[
\geq \lambda P \Pi_1(p, \Delta(y, t)) + \sum_{k=1}^{n} \max_{0 \leq p_k \leq p} \{ \lambda_k \beta_k \Pi_{2k}(p_k, \Delta(y, t)) \}, \forall p
\]

In order to prove Theorem 3, we will first prove a number of lemmas. The following lemma is analogous to Lemma 4, and it goes through as before:

**Lemma 9** For a given \( k \in \{1, \ldots, n\} \), suppose that \( \delta_{11k} + \delta_{22k} < (>) (=) 1 \). Then, \( z_1^*(y, t) > (<)=(z_{2k}^*(y, t)). \)

Next, we prove three new lemmas:
Lemma 10 For any $i, j \in \{1, \ldots, n\}$, if $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > (<)(=)0$, then $\frac{d(\Pi_{2i}(p, \Delta(y,t)) - \Pi_{2j}(p, \Delta(y,t)))}{dp} > (<)(=)0$ for $p \in (\eta_2(y,t), \eta_1(y,t))$.

Proof of Lemma 10: We have

$$
\Pi_{2i}(p, \Delta(y,t)) - \Pi_{2j}(p, \Delta(y,t)) = (\alpha_i(p) - \alpha_j(p))(p - \Delta(y,t)).
$$

Then,

$$
\frac{d(\Pi_{2i}(p, \Delta(y,t)) - \Pi_{2j}(p, \Delta(y,t)))}{dp} = (\alpha_i(p) - \alpha_j(p)) + (\alpha_i'(p) - \alpha_j'(p))(p - \Delta(y,t))
$$

$$
= (\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}})(F_{P_1}(p) - (p - \Delta(y,t))f_{P_1}(p))
$$

$$
+ (\tilde{q}_{P_{2i}} - \tilde{q}_{P_{2j}})(F_{P_2}(p) - (p - \Delta(y,t))f_{P_2}(p))
$$

$$
= (\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}})
$$

$$
\times [F_{P_1}(p) - (p - \Delta(y,t))f_{P_1}(p) - F_{P_2}(p) + (p - \Delta(y,t))f_{P_2}(p)]
$$

The result follows from the fact that the term in brackets above is strictly positive for $p \in (\eta_2(y,t), \eta_1(y,t))$ (by Lemma 1(b)). \[\square\]

Lemma 11 For any $i, j \in \{1, \ldots, n\}$, if $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > (<)(=)0$, then $z^{*}_{2i}(y,t) > (<)(=)z^{*}_{2j}(y,t)$.

Proof of Lemma 11: We will prove the result for the case where $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > 0$. The other cases follow similarly. Suppose, for a contradiction, that $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > 0$ and $z^{*}_{2i}(y,t) < z^{*}_{2j}(y,t)$. From the optimality of $z^{*}_{2i}(y,t)$ for $\Pi_{2i}(\cdot, \Delta(y,t))$, we have

$$
\Pi_{2i}(z^{*}_{2i}(y,t), \Delta(y,t)) \geq \Pi_{2i}(z^{*}_{2j}(y,t), \Delta(y,t)).
$$

Furthermore, from Lemma 10, we have

$$
\Pi_{2i}(z^{*}_{2i}(y,t), \Delta(y,t)) - \Pi_{2j}(z^{*}_{2i}(y,t), \Delta(y,t)) < \Pi_{2i}(z^{*}_{2j}(y,t), \Delta(y,t)) - \Pi_{2j}(z^{*}_{2j}(y,t), \Delta(y,t)).
$$

The last two inequalities together yield $\Pi_{2j}(z^{*}_{2i}(y,t), \Delta(y,t)) > \Pi_{2j}(z^{*}_{2j}(y,t), \Delta(y,t))$, which is a contradiction to the optimality of $z^{*}_{2j}(y,t)$ for $\Pi_{2j}(\cdot, \Delta(y,t))$. Hence, if $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > 0$, then we must have $z^{*}_{2i}(y,t) \geq z^{*}_{2j}(y,t)$. It remains to show that $z^{*}_{2i}(y,t) \neq z^{*}_{2j}(y,t)$.

Now, suppose for contradiction that $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > 0$ and $z^{*}_{2i}(y,t) = z^{*}_{2j}(y,t)$. From the optimality of $z^{*}_{2i}(y,t)$ for $\Pi_{2i}(\cdot, \Delta(y,t))$, we must have $\frac{d\Pi_{2i}(p, \Delta(y,t))}{dp}\bigg|_{z^{*}_{2i}(y,t)} = 0$. Therefore, from Lemma 10, we have $\frac{d\Pi_{2i}(p, \Delta(y,t))}{dp}\bigg|_{z^{*}_{2j}(y,t)} < 0$, which is a contradiction to the optimality of $z^{*}_{2j}(y,t)$ for $\Pi_{2j}(\cdot, \Delta(y,t))$. Hence, if $\tilde{q}_{P_{1i}} - \tilde{q}_{P_{1j}} > 0$, then we cannot have $z^{*}_{2i}(y,t) = z^{*}_{2j}(y,t)$. Therefore, it must be that $z^{*}_{2i}(y,t) > z^{*}_{2j}(y,t)$. \[\square\]
Lemma 12 Suppose the regular products are indexed so that $\hat{q}_{P11} \leq \ldots \leq \hat{q}_{P1n}$. Then:

(a) $z^*_2(y, t) \leq \ldots \leq z^*_n(y, t)$,
(b) $z^*_1(y, t) \leq p^*_t(y)$.

Proof of Lemma 12: Observe that, by Lemma 11 and our assumption that $\hat{q}_{P11} \leq \ldots \leq \hat{q}_{P1n}$, we have $z^*_2(y, t) \leq \ldots \leq z^*_n(y, t)$. To see why $p^*_t(y) \geq z^*_1(y, t)$, note that $\max_{0 \leq p_k \leq p} \{\lambda_k \beta_k \Pi_{2k}(p_k, \Delta(y, t))\}$ is increasing in $p$. Hence, we notice from the optimality equations in (A-22) that we must have $p^*_t(y) \geq z^*_1(y, t)$.

Proof of Theorem 3:

Proof of (a): First, $z^*_1(y, t) > z^*_2(y, t)$ follows from Lemma 9. This along with $p^*_t(y) \geq z^*_1(y, t)$ (by Lemma 12(b)) yield $p^*_t(y) > z^*_2(y, t)$. Therefore, when $p = p^*_t(y)$, setting $p_k = z^*_2(y, t)$ is feasible for the optimization problem in (A-22), and it is optimal to do so since $z^*_2(y, t)$ maximizes $\Pi_{2k}(p)$. The result follows.

Proof of (b): Since there is at least one dissimilar regular product, there exists $j \in \{1, \ldots, n\}$ such that $z^*_j(y, t) \leq z^*_2(y, t)$ by Lemma 9. Then, it follows from Lemma 12(a) and (b) that there exists $m \in \{1, \ldots, n\}$ such that $p^*_t(y) > z^*_2(y, t)$ for $k \leq m$. Therefore, as in part (a), when $p = p^*_t(y)$, setting $p_k = z^*_2(y, t)$ for $k \leq m$ is feasible for the optimization problem in (A-22), and it is optimal to do so. The result follows.