Global estimates of the land–atmosphere water flux based on monthly AVHRR and ISLSCP-II data, validated at 16 FLUXNET sites
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Abstract

Numerous models of evapotranspiration have been published that range in data-driven complexity, but global estimates require a model that does not depend on intensive field measurements. The Priestley–Taylor model is relatively simple, and has proven to be remarkably accurate and theoretically robust for estimates of potential evapotranspiration. Building on recent advances in ecophysiological theory that allow detection of multiple stresses on plant function using biophysical remote sensing metrics, we developed a bio-meteorological approach for translating Priestley–Taylor estimates of potential evapotranspiration into rates of actual evapotranspiration. Five model inputs are required: net radiation ($R_n$), normalized difference vegetation index (NDVI), soil adjusted vegetation index (SAVI), maximum air temperature ($T_{max}$), and water vapor pressure ($e_a$). Our model requires no calibration, tuning or spin-ups. The model is tested and validated against eddy covariance measurements (FLUXNET) from a wide range of climates and plant functional types—grassland, crop, and deciduous broadleaf, evergreen broadleaf, and evergreen needleleaf forests. The model-to-measurement $r^2$ was 0.90 (RMS=16 mm/month or 28%) for all 16 FLUXNET sites across 2 years (most recent data release). Global estimates of evapotranspiration at a temporal resolution of monthly and a spatial resolution of 1° during the years 1986–1993 were determined using globally consistent datasets from the International Satellite Land-Surface Climatology Project, Initiative II (ISLSCP-II) and the Advanced Very High Resolution Spectroradiometer (AVHRR). Our model resulted in improved prediction of evapotranspiration across water-limited sites, and showed spatial and temporal differences in evapotranspiration globally, regionally and latitudinally.
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1. Introduction

Evapotranspiration (LE) is a major component in the processes and models of global climate change, water balance, net primary productivity, floods, droughts, and irrigation. LE is difficult to measure and predict, however, especially at large spatial scales (Turner, 1989). Understanding the variability in water cycle processes requires a spatially detailed analysis of global land surface processes (Running et al., 2000). Closing the water budget worldwide is of utmost importance to water and energy cycle research; the overall goal of which is to deliver reliable estimates of precipitation and LE over the whole surface of the earth using a combination of measurements and model estimates (Entekhabi et al., 1999).

Global LE estimation in the literature has been marked by a struggle between realistic models that are hindered by complex parameterization and simple models that lack mechanistic realism (Cleugh et al., 2007). The trend has been towards increasing complexity, as opposed to applicability (Federer et al., 1996). Yet, greater complexity requires detailed input parameters that limit application to areas where the necessary data are available (Federer et al., 2003; Kustas & Norman, 1996). Before the widespread ecological application of remote sensing data, researchers estimated regional LE with interpolated data from thousands of meteorological stations (Baumgartner & Reichel, 1975; Budyko, 1978; Hare, 1980; Morton, 1983).
LE methods – Thornthwaite (1948), Priestley and Taylor (1972), and Monteith (1965) – continue to be used with different theoretical (and subsequent operational) modifications to generate global patterns of LE (Choudhury, 1997; Choudhury & DiGirolamo, 1998; Choudhury et al., 1998; Cleugh et al., 2007; Gordon et al., 2005; Houborg & Soegaard, 2004; Mintz & Walker, 1993; Nishida et al., 2003; Tateishi & Ahn, 1996). The Penman–Monteith equation is more theoretically accurate than are the Priestley–Taylor or Thornthwaite methods, but requires parameters that are difficult to characterize globally such as aerodynamic resistance, stomatal resistance, and wind speed. Still, the Penman–Monteith and Priestley–Taylor methods have been shown to give relatively low biases, particularly in comparison with the relatively poor accuracy of the Thornthwaite method (Vörösmarty et al., 1998). The potential LE equations, however, must be reduced to actual LE based on soil moisture (Federer et al., 2003; Maurer et al., 2002). Further constraints by temperature and soil-canopy partitioning may be implemented (McNaughton & Spriggs, 1986).

Two major datasets are being used to drive and validate global LE estimates. A global network of eddy covariance towers – FLUXNET – provides measurements of water and energy fluxes over 0.5–5 km² across a wide range of ecosystems and climates (Baldocchi et al., 2001). Nishida et al. (2003) validated their NOAA/AVHRR-driven model of evaporative fraction across 13 sites in the AmeriFlux network ($r^2 = 0.71$). Houborg and Soegaard (2004) validated their MODIS/AVHRR-driven model with flux measurements in Denmark ($r^2 = 0.58–0.85$). Both Nishida et al. and Houborg and Soegaard based their LE models on modified Penman–Monteith approaches. The second major dataset – the International Satellite Land Surface Climatology Project Initiative II (ISLSCP-II) – is one of several projects within the Global Hydrology Project of the Global Energy and Water Cycle Experiment (GEWEX), and is a compilation of data sources from a suite of satellites and aggregation of complementary and supplementary ground measurements (Los et al., 2000). ISLSCP-II spans a decade and supports investigations of the global carbon, water and energy cycle. Lawrence and Slingo (2004) used ISLSCP-II to assess the impact on evaporation by vegetation within a general circulation model.

We combine FLUXNET, ISLSCP-II, AVHRR and the Priestley and Taylor (1972) method here with new ecophysiological ideas on how to reduce potential to actual LE when soil moisture, stomatal resistance and wind speed data are unavailable, which is the case for most parts of the globe (De Bruin & Stricker, 2000). Furthermore, recent estimates of LE using aerodynamic resistance–surface energy balance models have failed (Cleugh et al., 2007). Our model instead relies on four plant physiological limitations to LE and one soil drought constraint as proxies to these variables. Our ultimate aim is to evaluate actual LE at the global scale.

Although the Priestley–Taylor method works very well as a potential LE model across most surface conditions under its original form and at $\alpha = 1.26$ (Eichinger et al., 1996), numerous attempts at adjusting the Priestley–Taylor coefficient have been made to connect potential to actual LE (Baldocchi & Meyers, 1998; Barton, 1979; Black, 1979; Davies & Allen, 1973; De

---

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Equation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>LE</td>
<td>Evapotranspiration</td>
<td>$LE = LE_m + LE_i$</td>
<td>This study; Priestley and Taylor (1972)</td>
</tr>
<tr>
<td>LE_m</td>
<td>Canopy transpiration</td>
<td>$(1 - f_{ext}) \int_{0}^{T} \frac{F}{T} R_{ns}$</td>
<td>This study; Priestley and Taylor (1972)</td>
</tr>
<tr>
<td>LE_i</td>
<td>Interception evaporation</td>
<td>$f_{ext} \frac{R_{ns}}{R_{nc}}$</td>
<td>This study; Priestley and Taylor (1972)</td>
</tr>
<tr>
<td>$f_{ext}$</td>
<td>Relative surface wetness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$f_g$</td>
<td>Green canopy fraction</td>
<td>$\exp \left( \left( \frac{R_{ns}}{R_{nc}} \right) \right)$</td>
<td>June et al. (2004)</td>
</tr>
<tr>
<td>$f_T$</td>
<td>Plant temperature constraint</td>
<td>$f_{temp} \frac{R_{ns}}{R_{nc}}$</td>
<td>This study</td>
</tr>
<tr>
<td>$f_M$</td>
<td>Plant moisture constraint</td>
<td>$f_{m} \frac{R_{ns}}{R_{nc}}$</td>
<td>This study</td>
</tr>
<tr>
<td>$f_SM$</td>
<td>Soil moisture constraint</td>
<td>$f_{SM} \frac{R_{ns}}{R_{nc}}$</td>
<td>This study</td>
</tr>
<tr>
<td>$f_{APAR}$</td>
<td>Fraction of PAR absorbed by green vegetation cover</td>
<td>$m_{SAVI} + b_1$</td>
<td>Gao et al. (2000), Huete (2006)</td>
</tr>
<tr>
<td>$f_{NDIR}$</td>
<td>Fraction of PAR intercepted by total vegetation cover</td>
<td>$m_{NDVI} + b_2$</td>
<td>This study</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Fractional total vegetation cover</td>
<td>$f_{c}$</td>
<td>Campbell and Norman (1998)</td>
</tr>
<tr>
<td>$T_{opt}$</td>
<td>Optimum plant growth temperature</td>
<td>$T_{max} \text{ at max} {\frac{IPAR}{APAR}, T_{max}/VPD}$</td>
<td>This study</td>
</tr>
</tbody>
</table>
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Table 2
AmeriFlux sites used for model validation. Additional site information can be found at http://publicornl.gov/ameriflux/

<table>
<thead>
<tr>
<th>Site</th>
<th>Biome type</th>
<th>Latitude</th>
<th>Longitude</th>
<th>P.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bondville</td>
<td>Temperate C3/C4 crop</td>
<td>40° 0′ 21.96° N</td>
<td>88° 17′ 30.72° W</td>
<td>T. Myers</td>
</tr>
<tr>
<td>Griffin</td>
<td>Temperate evergreen needleleaf forest</td>
<td>56° 36′ 23.59° N</td>
<td>3° 47′ 48.55° W</td>
<td>J. Moncrieff</td>
</tr>
<tr>
<td>Hainich</td>
<td>Temperate deciduous broadleaf forest</td>
<td>51° 4′ 45.36° N</td>
<td>10° 27′ 7.2° E</td>
<td>A. Knohl</td>
</tr>
<tr>
<td>Hesse</td>
<td>Temperate deciduous broadleaf forest</td>
<td>48° 40′ 27° N</td>
<td>7° 3′ 56° E</td>
<td>A. Granier</td>
</tr>
<tr>
<td>Howland</td>
<td>Cold-temperate evergreen needleleaf forest</td>
<td>45° 12′ 14.65° N</td>
<td>68° 44′ 25° W</td>
<td>D. Hollinger</td>
</tr>
<tr>
<td>Mer Bleue</td>
<td>Boreal wetland</td>
<td>45° 24′ 33.84° N</td>
<td>75° 31′ 12° W</td>
<td>P. Lafleur</td>
</tr>
<tr>
<td>Mize</td>
<td>Subtropical evergreen needleleaf forest</td>
<td>29° 45′ 53.28° N</td>
<td>82° 14′ 41.34° W</td>
<td>T. Martin</td>
</tr>
<tr>
<td>Morgan Monroe</td>
<td>Temperate deciduous broadleaf forest</td>
<td>39° 19′ 23.34° N</td>
<td>86° 24′ 47.30° W</td>
<td>H. Schmid</td>
</tr>
<tr>
<td>Niwot</td>
<td>Sub-alpine evergreen needleleaf forest</td>
<td>40° 0′ 51.7° N</td>
<td>105° 32′ 49° W</td>
<td>R. Monson</td>
</tr>
<tr>
<td>NSA-OBS</td>
<td>Boreal evergreen needleleaf forest</td>
<td>55° 52′ 46.63° N</td>
<td>98° 28′ 50.91° W</td>
<td>S. Wofsy</td>
</tr>
<tr>
<td>Takayama</td>
<td>Cold-temperate deciduous broadleaf forest</td>
<td>36° 08′ 46.2° N</td>
<td>137° 25′ 23.2° E</td>
<td>S. Yamamoto</td>
</tr>
<tr>
<td>Tapajos (67 m)</td>
<td>Tropical evergreen broadleaf forest</td>
<td>25° 51′ 24° S</td>
<td>54° 57′ 32° W</td>
<td>S. Wofsy</td>
</tr>
<tr>
<td>Tonzi</td>
<td>Mediterranean savanna</td>
<td>38° 25′ 53.76° N</td>
<td>120° 57′ 57.54° W</td>
<td>D. Baldocchi</td>
</tr>
<tr>
<td>Tumbaranamba</td>
<td>Temperate evergreen broadleaf forest</td>
<td>35° 39′ 20.6° S</td>
<td>148° 9′ 7.5° E</td>
<td>R. Leuning</td>
</tr>
<tr>
<td>Virginia Park</td>
<td>Woody savanna</td>
<td>19° 52′ 59° S</td>
<td>146° 33′ 14° E</td>
<td>R. Leuning</td>
</tr>
<tr>
<td>Walnut River</td>
<td>Temperate C3/C4 grassland</td>
<td>37° 31′ 15° N</td>
<td>96° 51′ 18° W</td>
<td>R. Coulter</td>
</tr>
</tbody>
</table>

 Bruin & Holtslag, 1982; Fisher et al., 2005; Flint & Childs, 1991; Giles et al., 1984; Jury & Tanner, 1975; McNaughton & Black, 1973; Mukammal & Neumann, 1977; Shuttleworth & Calder, 1979; Stewart & Roose, 1977). We keep α constant at 1.26 so that the Priestley–Taylor equation as a potential LE equation remains intact as originally designed and confirmed. Subsequently, the novelty in our approach is to scale-down potential LE to actual LE based on ecophysiological constraints and soil evaporation partitioning.

Our model requires no site calibration, tuning or spin-ups, and is applied on a per-pixel basis. We validate our model—on the ground—with eddy covariance data from 16 FLUXNET sites. These sites range from tropical to boreal environments and represent a wide range of plant functional types—grassland, crop, and deciduous broadleaf, evergreen broadleaf, and evergreen needleleaf forests. Next, we provide new global estimates of the land–atmosphere water flux as driven by ISLSCP-II global datasets.

2. Methods

2.1. Model description

Our model of LE is partitioned into canopy transpiration (LEc), soil evaporation (LEs), and interception evaporation (LEi). Total evapotranspiration, LE, is calculated as the sum of LEc + LEs + LEi. The Priestley and Taylor (1972) equation for potential LE based on available energy is used for each component flux, and each is controlled by ecophysiological constraints or conditions to reduce potential LE to actual LE based on plant physiological status and soil moisture availability (Table 1). The model is driven with five inputs: net radiation (Rn), normalized difference vegetation index (NDVI), soil adjusted vegetation index (SAVI), maximum air temperature (Tmax), and soil vapor pressure (es). Soil heat flux (G) should be included in available soil energy (Rn−G), but where G is unavailable Rn may be used alone (Kustas et al., 1993); G is assumed to be close to zero at monthly time steps, but can be calculated from spectral indices (Choudhury et al., 1987; Clothier et al., 1986; Daughtry et al., 1990; Kustas & Daughtry, 1990). NDVI is calculated as (rNIR−rVIS)/(rNIR+rVIS), and SAVI is calculated as (1.5)(rNIR−rVIS)/(rNIR+rVIS+0.5) (Huete, 1988).

We calculate four plant physiological limitations to LEc: 1) leaf area index (LAI), 2) green fraction of the canopy that is actively transpiring (f), 3) plant temperature constraint (fT), and 4) plant moisture constraint (fM). LAI is an indication of the biophysical capacity for energy acquisition by the canopy and f is reflects the biophysical capacity for energy absorbance by the functional green leaf area fraction. We hypothesize that plants optimize investment in energy acquisition such that this biophysical capacity changes in parallel with the physiological capacity for transpiration. Further, either total LAI or f is decreases (either or both, depending on the particular plant strategy) in response to soil drought and chronic stomatal closure resulting from prolonged atmospheric drought (high vapor pressure deficit). LAI was calculated from total fractional vegetation cover (f) by inverting Beer’s law (e.g., Norman et al., 1995). f was assumed equal to light intercepted by the vegetated fraction of the land surface (fIPAR).

fIPAR was calculated as the ratio of light absorbance by the green fraction of the land surface (fIPAR) to fIPAR. fIPAR was estimated as a linear function of NDVI (Zhang et al., 2005), whereas fIPAR should be estimated as a linear function of the Enhanced Vegetation Index (EVI) (Gao et al., 2000; Xiao et al., 2003; Zhang et al., 2005). SAVI was used instead of EVI because the latter requires blue reflectance information from the land surface and is not available from the AVHRR sensor. However, SAVI and EVI are functionally very similar, with SAVI only lacking the often small atmospheric corrections included in EVI (Huete et al., 2002). Both SAVI and EVI provide soil corrections that lead to a more accurate and robust indication of green vegetation cover relative to NDVI (Gao et al., 2000).

The plant temperature constraint, fT, follows the equation detailed by June et al. (2004) with an optimum Tmax (Topt) calculated following the Potter et al. (1993) CASA model as the Tmax at the time of peak canopy activity. We updated this
approach by considering not only light absorptance as an indication of canopy activity, but also the seasonality of air temperature and vapor pressure deficit (VPD). We assume that when leaves are present, the optimal canopy stomatal conductance occurs when green leaf area, light, and temperature are high and VPD is low.

The plant moisture constraint, \( f_M \), was estimated from the relative change in light absorptance (\( f_{\text{APAR}}/f_{\text{APAR,max}} \)) assuming that light absorptance primarily varies in response to moisture stress (Potter et al., 1993). We further assume that no moisture stress occurs before peak light absorptance, when the canopy is actively growing and water stress should be minimal. At moist sites \( f_M \) plays only a minor role—its contribution is primarily limited to sites that experience seasonal drought.

We constrain LE, by \( f_{\text{SM}} \), which is an index of soil water deficit based on the complementary hypothesis of Bouchet (1963) whereby surface moisture status is linked to and reflects the evaporative demand of the atmosphere. The assumption is that soil moisture is reflected in the adjacent atmospheric moisture. This link is compromised, however, by including periods when humidity changes independently of soil moisture such as at night when relative humidity (RH) will tend towards 100% due to cooling temperatures. The strongest link therefore between atmospheric and soil moisture is midday during convective conditions with strong vertical mixing and influence of surface conditions on the atmosphere. Thus, we use midday conditions (i.e., \( RH_{\text{min}}, T_{\text{max}} \)) rather than daily averages for this calculation. Another problem exists, however, when the vertically adjacent atmosphere is not in equilibrium with the underlying soil. This is the case of advection when humid air comes in to a system with dry soil from a laterally adjacent moist source. Over large enough spatial and temporal scales, however, the surface tends to be in equilibrium with the overlying atmosphere and \( f_{\text{SM}} \) is a good indication of soil moisture. Recognizing that evaporation is intrinsically driven by VPD, we seek a relative index such as RH that is sensitive to VPD. Using RH alone assumes a linear relationship with LE, but we seek a relative index such as RH that is sensitive to VPD. We therefore parameterize \( f_{\text{SM}} \) as \( RH^{VPD/\beta} \), with \( \beta \) defining the relative sensitivity to VPD. RH and VPD were calculated from the vapor pressure (ea) and the saturation vapor pressure (VPD). We assume that RH is an index scaled to relative humidity (RH) using a power function to reflect the time scale on which it changes (\( f_{\text{sm}} = RH^{\beta} \)). This function effectively predicts 0% wet surfaces at RH < 70%, 50% at RH = 93%, and 100% at RH = 100%. This type of approach has been used in global modeling efforts (Stone et al., 1977) and provides a reasonable representation of surface wetness as compared to CRU estimates based on observed precipitation (monthly \( r^2 \sim 0.60 \), data not shown). Stone et al. used an empirical function of surface RH to estimate ground wetness in the GISS general circulation model.

2.2. Data: validation sites

We validated the model across a wide range of ecosystems, climates and functional types at 16 FLUXNET sites for 2000–2003 (Table 2 and Fig. 2) (Flanagan et al., 2002; Goldstein et al., 2000; Granier et al., 2000; Hollinger et al., 1999; Kolb et al., 2003; Leuning et al., 2005; Martin et al., 1997; Moncrieff et al., 1997; Monson et al., 2002; Schmid et al., 2000; Xu & Baldocchi, 2004). These sites represent 6 sub-networks of FLUXNET: AmeriFlux, AsiaFlux, CarboEuroFlux, Fluxnet-Canada, LBA, and OzFlux. For the validation part of this analysis, we used in situ measurements of \( R_n, T_{\text{max}} \), and \( ea \) obtained from each study site to test the accuracy of the model (rather than using remote sensing meteorological data to test the accuracy of the input variables). The model predictions presented here were calculated using monthly means of these measurements. NDVI and SAVI for the sites were determined from the Moderate Resolution Imaging Spectroradiometer (MODIS). The Oak Ridge National Laboratory Distributed Active Archive Center (ORNL DAAC) subsets the full MODIS scenes (1200-km × 1200-km) to 7-km × 7-km areas containing the flux towers.

Our predicted LE was compared against the LE measured by the eddy covariance method (Baldocchi et al., 1988) at the towers for the respective range of footprints (roughly 0.5–5 km²). The eddy covariance method quantifies vertical fluxes of scalars between the ecosystem and the atmosphere from the covariance between vertical wind velocity and scalar fluctuations at 10 Hz, and we compute monthly averages to coincide with the global monthly outputs (e.g., Baldocchi et al., 1988; Shuttleworth et al., 1984; Wofsy et al., 1993). We did not gap fill eddy covariance data because our aim was not to report total
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1. At shorter time steps, the model requires 8-day means of midday \( R_n, T_{\text{max}} \), and \( ea \) as well as instantaneous \( R_n \) and \( T_{\text{max}} \).
Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FLUXNET validation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_n$</td>
<td>Net radiation</td>
<td>FLUXNET</td>
</tr>
<tr>
<td>$T_{\text{max}}$</td>
<td>Air temperature</td>
<td>FLUXNET</td>
</tr>
<tr>
<td>RH</td>
<td>Relative humidity</td>
<td>FLUXNET</td>
</tr>
<tr>
<td>VPD</td>
<td>Vapor pressure deficit</td>
<td>FLUXNET</td>
</tr>
<tr>
<td>$r_{\text{vis}}$</td>
<td>Visible spectrum reflectance</td>
<td>MODIS</td>
</tr>
<tr>
<td>$r_{\text{NIR}}$</td>
<td>Near-infrared spectrum reflectance</td>
<td>MODIS</td>
</tr>
</tbody>
</table>

**Global estimates**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_n$</td>
<td>Net radiation</td>
<td>ISLSCP-II</td>
</tr>
<tr>
<td>$T_{\text{max}}$</td>
<td>Air temperature</td>
<td>ISLSCP-II</td>
</tr>
<tr>
<td>ea</td>
<td>Water vapor pressure</td>
<td>ISLSCP-II</td>
</tr>
<tr>
<td>$r_{\text{vis}}$</td>
<td>Visible spectrum reflectance</td>
<td>AVHRR</td>
</tr>
<tr>
<td>$r_{\text{NIR}}$</td>
<td>Near-infrared spectrum reflectance</td>
<td>AVHRR</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Site</th>
<th>Biome type</th>
<th>$\rho^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bondville</td>
<td>Temperate C3/C4 crop</td>
<td>0.91</td>
</tr>
<tr>
<td>Griffin</td>
<td>Temperate evergreen needleleaf forest</td>
<td>0.92</td>
</tr>
<tr>
<td>Hainich</td>
<td>Temperate deciduous broadleaf forest</td>
<td>0.94</td>
</tr>
<tr>
<td>Hesse</td>
<td>Temperate deciduous broadleaf forest</td>
<td>0.93</td>
</tr>
<tr>
<td>Howland</td>
<td>Cold-temperate evergreen needleleaf forest</td>
<td>0.86</td>
</tr>
<tr>
<td>Mer Bleue</td>
<td>Boreal wetland</td>
<td>0.96</td>
</tr>
<tr>
<td>Mize</td>
<td>Subtropical evergreen needleleaf forest</td>
<td>0.89</td>
</tr>
<tr>
<td>Morgan Monroe</td>
<td>Temperate deciduous broadleaf forest</td>
<td>0.96</td>
</tr>
<tr>
<td>Niwot</td>
<td>Sub-alpine evergreen needleleaf forest</td>
<td>0.88</td>
</tr>
<tr>
<td>NSA-OBS</td>
<td>Boreal evergreen needleleaf forest</td>
<td>0.82</td>
</tr>
<tr>
<td>Takayama</td>
<td>Cold-temperate deciduous broadleaf forest</td>
<td>0.78</td>
</tr>
<tr>
<td>Tapajos</td>
<td>Tropical evergreen broadleaf forest</td>
<td>0.55</td>
</tr>
<tr>
<td>Tonzi</td>
<td>Mediterranean savanna</td>
<td>0.83</td>
</tr>
<tr>
<td>Tumbarumba</td>
<td>Temperate evergreen broadleaf forest</td>
<td>0.89</td>
</tr>
<tr>
<td>Virginia Park</td>
<td>Woody savanna</td>
<td>0.81</td>
</tr>
<tr>
<td>Walnut River</td>
<td>Temperate C3/C4 grassland</td>
<td>0.96</td>
</tr>
</tbody>
</table>

fluxes, but to test the model predictions for the times when valid data were available. Our validation was limited to these sites due to data use permission, applicable measurements, and/or available recent measurements (to correspond to recent satellite remote sensing measurements).

Our model predicts LE as the sum of $LE_c$, $LE_a$ and $LE_i$. Because direct measurements of these component fluxes are rare, we tested $LE_c$ and $LE_a$ ($LE_i$ relatively minimal) predictions against indirect estimates determined using a physically-based energy balance partitioning method. This method was similar to that of Massman (1992), which was validated using sap flow measurements of transpiration by Massman and Ham (1994).

We validated the method at three tower flux sites that measured surface radiative temperature (modified from soil surface radiative temperature) as required by the method. The sites represent a range of plant functional types and climatic conditions: Morgan Monroe (temperature deciduous forest), Niwot Ridge (sub-alpine evergreen needleleaf forest), and Bondville (temperate C3/C4 crop). In this modified approach, LE is partitioned using the two-source soil and canopy model of Shuttleworth and Wallace (1985).

2.3. Data: global estimates

For global estimates of LE, we used input datasets for $R_n$, $T_{\text{max}}$ and ea from the ISLSCP-II archive for 1986–1993 (Hall et al., 2005; Los et al., 2000; Sellers et al., 1995). ISLSCP-II data are 1° gridded monthly values, which are appropriate for LE estimation at the global scale (Federer et al., 1996). ISLSCP-II used Surface Radiation Budget (SRB) data for $R_n$ (Stackhouse et al., 2000), based on meteorological inputs taken from Goddard Earth Observing System version 1 (GEOS-1) reanalysis data sets (Schubert et al., 1993) by the Data Assimilation Office at NASA Goddard Space Flight Center. Cloud parameters and surface albedos were derived from the International Satellite Cloud Climatology Project data (Pinkel & Laszlo, 1992; Rossow et al., 1996). Random errors in monthly average shortwave and longwave fluxes are between 10–15 W m$^{-2}$ (Stackhouse et al., 2000). ISLSCP-II provided Fourier-adjusted, sensor and solar zenith angle corrected, interpolated, reconstructed (FASIR) adjusted NDVI (Los et al., 2000). ISLSCP-II $T_{\text{max}}$ and ea were from the Climate Research Unit Monthly Climate Data (New et al., 1999; New et al., 2000). These data were interpolated directly from station observations, merged datasets, and from synthetic data estimated using predictive relationships with precipitation and temperature measurements. ISLSCP-II was unable to quantify the errors in $T_{\text{max}}$ and ea, but we report in the Discussion related research on these errors. $T_{\text{max}}$ was calculated from ISLSCP-II mean and diurnal air temperature.

Because ISLSCP-II did not provide SAVI, and because MODIS could not provide the temporal history to match with ISLSCP-II, we calculated SAVI from 1° AVHRR data. We adjusted AVHRR SAVI to be consistent with the FASIR adjusted NDVI by multiplying by the ratio of FASIR NDVI to
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AVHRR NDVI. We assume as a first approximation that correction factors for sensor degradation, aerosol effects, cloud contamination, solar zenith angle variations, and missing data apply equally to NDVI and SAVI. Visible and near-infrared reflectances were obtained from the NOAA/NASA Pathfinder AVHRR dataset (http://disc.sci.gsfc.nasa.gov/landbio/). AVHRR channel 1 ($r_{\text{VIS}}$) records wavelengths from 0.58–0.68 μm; channel 2 ($r_{\text{NIR}}$) records wavelengths from 0.73–1.10 μm. The theoretical range of SAVI and NDVI is between −1 and 1, but the actual measured range from the satellite data ranged from 0 to 0.9 for both indices. We follow Steven et al. (2003) for sensor calibration. A more detailed, comprehensive description of the NOAA series satellites, the AVHRR instrument and data can be found in the NOAA Polar Orbiter Data User’s Guide (Kidwell, 1991).

Data were processed in MATLAB 6.5, ESRI’s ArcGIS 9.1, ImageJ (http://rsb.info.nih.gov/ij/), and Microsoft Excel. AmeriFlux/FLUXNET data can be downloaded at http://daac.ornl.gov/FLUXNET/. ISLSCP-II data can be downloaded at http://islscp2.sesda.com/ISLSCP2_1/html_pages/islscp2_home.html. The datasets used for the site validation and global estimates are separate, but comparable (Table 3).

Fig. 4. Two-year monthly time series by of tower measurements and model predictions at each site. y-axis is LE (W·m$^{-2}$) and x-axis is month. Closed squares are predicted and open circles are observed.
2.4. Uncertainty analysis

Uncertainty in the outputs are estimated from the model with the method of moments (Hansen, 1982), which stems from Gaussian error propagation, and is also known as the boundary element method, the surface integral equation method, and the Galerkin or Galerkin–Petrov method for surface integral equations (Warnick & Chew, 2004). The method of moments estimators are obtained from the sample mean and the sample variance of the exceedances (e.g., Madsen et al., 1997).

Although Maximum Likelihood is easier to use and more efficient, given the known underlying distribution the method of moments is an exact measure of accuracy in comparison with Monte Carlo and other approximate methods that are dependent on the number of simulations run (e.g., Rushdi & Kafrawy, 1988). Uncertainty in LE is the propagation of the partial derivatives of the input parameters and their respective covariances, where \( x \) and \( y \) are the 5 inputs \( R_n, \) NDVI, SAVI, \( T_{\text{max}} \), and \( e_a \):

\[
\sigma_{LE} = \sqrt{\sum \left( \left( \frac{\partial LE}{\partial x} \right)^2 + 2r_{xy} \left( \frac{\partial LE}{\partial x} \right) \left( \frac{\partial LE}{\partial y} \right) \right)}
\]

We used the method of moments to determine the sensitivity of our model to variation in each of the input parameters. The
method of moments is particularly useful when the error in the
input data is known, as in the case of flagged anomalous data or
uncertainty associated with interpolation/extrapolation (e.g.,
cloudy pixels) or gap filling (e.g., measurement failure).

3. Results

3.1. FLUXNET validation

The results for predicted LE based on our model versus
measured LE show good agreement at all 16 FLUXNET sites
(Fig. 3). The $r^2$ for all sites is 0.90, though the fit varies from site to
site (Table 4 and Fig. 4); the RMSE is 16 mm/month. Data in Fig. 3
are shown as monthly means (to correspond with ISLSCP-II
monthly data for the following global analysis). The model
accounted for 94% of the variation in cumulative LE (mm·yr$^{-1}$)
with a RMSE of 12 mm·yr$^{-1}$, or 13% of the observed mean.
Further, systematic differences between model predictions were
minimal (RMSE$_a$ = 5 mm·yr$^{-1}$), with nearly all of the model error
(96%) related to unsystematic differences (RMSE$_e$ = 11 mm·yr$^{-1}$).
RMSE$_a$ and RMSE$_e$ were calculated following Willmott (1982).
Based on these results, the model appears to be relatively accurate
(±4 mm·yr$^{-1}$) with a precision – or the ability to resolve
differences between sites and between years – of 68 mm·yr$^{-1}$.

The 16 sites represent a wide range of land covers, climates,
fluxes and eddy covariance footprints. The model overpredicted
LE at three sites—Takayama ($r^2 = 0.91x + 17.07$; $r^2 = 0.78$),
Tonzi ($r^2 = 0.78x + 13.96$; $r^2 = 0.83$), and Virginia Park
($r^2 = 0.83x + 18.17$; $r^2 = 0.81$). The Takayama estimates were
problematic due to missing data. The Tonzi results were
vulnerable to a lag in the seasonal patterns of NDVI and SAVI
relative to LE. Our Virginia Park estimates compare to the $r^2$ of
0.74 by Cleugh et al.’s (2007) evaporation model for the site
and to the Tumbarumba site—our $r^2$=0.89 to their 0.88,
although advection creates a problem with $f_{SM}$ at this site. The
Tapajos $r^2$ is low (0.55) not due to overprediction, but to lack of
LE variation at this site—LE is nearly constant year-round so
any slight deviation in the model estimate drops the $r^2$
substantially.

The energy balance partitioning approach provided esti-
mates of LE$_a$ (and LE$_e$) that were consistent with those
based on sap flow measurements of transpiration ($r^2=0.66,$
RMSE=99 W·m$^{-2}$). The slope and intercept of the regression
line between the tower-based energy balance partitioning
estimates and observed canopy transpiration were not signifi-
cantly different from 1 and 0, respectively ($P=0.05$). For soil
evaporation, the slope and intercept were significantly different
from 1 and 0 (data not shown), however, these differences must
be considered in context of the large average uncertainty of the
observations (>20%, based on Ham et al., 1990). Model
estimates of transpiration slightly overestimated those based on
the tower (subalpine coniferous evergreen forest, temperate
deciduous broadleaf forest, temperate C4 crop) energy balance
partitioning method (Fig. 5), with a slope of 1.09 and an
intercept not significantly different from zero ($P=0.05$).

3.2. Uncertainty analysis

Two problems are associated with the eddy flux validation:
pixel-to-footprint mismatch and eddy flux energy balance
closure. First, we used 1-km$^2$ MODIS NDVI pixels for
amorphous polygon eddy flux footprints that change throughout
the day and year. If the vegetation and environmental
characteristics within the footprint are representative of the
surrounding area in which the MODIS pixels contain, then the
pixel-to-footprint match should be adequate. A forested eddy
flux site adjacent to a clear cut, for example, would provide
NDVI problems if both the forest and clear cut were included in
the MODIS overlap. Thus, some error in our model estimates
for the eddy flux sites can be attributed to inaccurate NDVI
estimates for the footprints. Temporally, the link between
instantaneous overhead passes with daily integrated fluxes must
be addressed. With regards to eddy flux CO$_2$, Sims et al. (2005)
has shown, and we have confirmed with our own data, that the
CO$_2$ flux taken at 2 pm scales with the daily integral. The same
question is raised for variables used to assess LE. The strength
of our approach lies in estimating the evaporative fraction, as
argued by Nishida et al. (2003), which is generally constant
throughout the day. The challenge thus remains with remote
sensing of the daily integrals of $R_n$, a separate but equally
important issue than that of the accuracy of the model itself.

Second, our validation is dependent on the accuracy of the
eddy flux LE measurements, but energy balance closure at these
sites is imperfect due to complexity in wind variation, footprint
representation, and sampling variability (Wilson et al., 2002).
The eddy flux sites generally achieve about 90% closure with

| Table 5 | Cross-correlations between ISLSCP-II global input parameters for 1993 |
|---------|-------------------|-----------------|----------------|
| $r^2$  | NDVI | $R_n$ | $T_{max}$ | ea |
| NDVI   | 0.03 | 0.85 | 0.97 |
| $R_n$  | 0.17 | 0.05 |
| $T_{max}$ | 0.92 | ea |
Fig. 6. Month-to-month variation in LE for 1993.
10% of the variation unexplained. Therefore, the best model would subsequently explain only an $r^2$ of around 0.90, which is generally what our model produces.

The certainty of the model outputs result depends largely on the certainty of the input data. To execute the method of moments we first calculated the cross-correlations between the input data.
parameters (Table 5). Associations with SAVI were equivalent to those with NDVI, so we report uncertainty only in NDVI. The cross-correlations were highest among NDVI and $T_{\text{max}}$, NDVI and ea, and $T_{\text{max}}$ and ea. Next, we determined the error within the four inputs. The uncertainty varies spatially from pixel-to-pixel and region-to-region, and temporally from month-to-month and year-to-year, but we standardized the uncertainty assessment by testing our model by propagating uniform errors of 10% and 25% for each of the four input parameters. A 10% error in the mean of the four inputs propagates through our model for a mean error of 11.3%. At 25% error in the mean of the four inputs, our model is in error at 28.3%.

Next we varied the error of only one input at a time, while holding the error constant for the other inputs. For example, we assumed that we had zero error in all of the inputs except $R_{\text{n}}$, which had 10% error. We ran the Method of Moments in each case to see what the final error was. Then, we assumed we had zero error in all of the inputs except NDVI, which had 10% error, and so on. The major result of the uncertainty analysis is that our model is heavily dependent on the accuracy of the $R_{\text{n}}$ input data, as error in $R_{\text{n}}$ contributes to the bulk of the model error; NDVI is second in total error contribution, followed by minimal error from $T_{\text{max}}$ and ea. Errors in $T_{\text{max}}$ and ea have minimal influence in our model because we treat these variables in a relative sense for ecophysiological constraints—our model is primarily dependent on the error associated with $R_{\text{n}}$. For instance, ea, which is used for RH and $f_{\text{wet}}$, follows the transition between wet and dry LE, but LE will never go beyond potential LE regardless of how ea varies (also, RH as an inherent relative term is constrained in range by its own definition). $R_{\text{n}}$, on the other hand, dictates the magnitude of potential LE. Also, NDVI helps to partition $R_{\text{n}}$ into $R_{\text{ns}}$ and $R_{\text{nc}}$. Thus, while the uncertainty analysis may suggest a linear dependency of the final error on that in each parameter, the bulk of the error, in fact, is dependent on $R_{\text{n}}$ and to a lesser extent NDVI, but not $T_{\text{max}}$ and ea.

### 3.3. Global analysis

We assessed the global spatial and temporal patterns of LE from 1986–1993 using 1° monthly gridded ISLSCP-II input data. The month-to-month pattern for 1993 shows the seasonal shifts (Fig. 6). The southern hemispheric tropics remain consistently high throughout the year, while the major deserts of northern Africa and Australia remain consistently low. The major global change on a monthly scale occurs in the high northern latitudes, where LE shows high variation with increases into the northern summer while tapering off into the winter.

Our model partitions LE into $L_{E_{\text{s}}}$, $L_{E_{\text{c}}}$, and $L_{E_{\text{t}}}$; the partitioning of LE is shown in Fig. 7 bi-monthly for 1993. $L_{E_{\text{s}}}$ averages 23% of total LE from 30°S–30°N, but is relatively

Fig. 8. Year-to-year change in LE. Gray land areas indicate a negative change between years (<10 mm), and black areas indicate an increase in evapotranspiration (>10 mm). White areas represent no change, or within two standard deviations around a mean of 0.
minimal outside of the tropics (<4%). LE_\text{s} and LE_\text{c} tend to complement or offset each other. In the Amazon LE_\text{s} is predicted to be low because of the high canopy cover, and hence high canopy evaporation contribution to LE. In the northern latitudes, LE_\text{s} becomes active before LE_\text{c} as seen in the March–May figures, though LE_\text{c} takes over in the middle of the summer. In the Indian sub-continent LE_\text{s} is the major contributor to LE due largely to irrigation particularly in the summer, and LE_\text{c} is minimal throughout the year here. LE_\text{s} and LE_\text{c} increase towards the equator into the summer throughout Africa south of the Sahara. LE_\text{c} is minimal in the Sahara and Australian Outback deserts, though LE_\text{s} can be relatively high at certain times of the year.

The year-to-year changes in mean annual LE from 1986 to 1993 showed distinct spatial patterns and a cyclical nature (Fig. 8). From 1986–1987, LE increased primarily in the Amazon and in western Asia, while it decreased in southern Africa. The reverse occurred from 1987–1988, where S. America and western Asia experienced a decrease in LE and southern Africa an increase; LE increased in eastern Europe.

Fig. 9. Continental averages of total LE (mm) per year.

Continently, LE showed only minor fluctuations from the mean for the time period except for Europe, which ranged from 340 to 420 mm over the 8 years (Figs. 9 and 10). S. and N. America had marked drops in LE in 1992. Africa showed a steady rising trend in LE from 1986–1993. The lowest variances were in Australia and Asia, while the highest were in Europe and S. America. S. America dominates the continental LE at roughly double that from each of the other continents. The annual global sum of LE increased over the 8-year time period, although the correlation is low (Fig. 11). LE
for year 1992 was uncharacteristically low due to a dimming effect from the Mt. Pinatubo eruption in 1991 (e.g., Hansen et al., 1992). Removal of year 1992 gives an $r^2$ of 0.29. Although year 1990 had the highest global LE, this year was not the highest year for any of the continents other than for S. America, which is the major contributor to global LE (Fig. 9).

Although global validation is problematic, we are able to compare our model with other global models from the literature (Baumgartner & Reichel, 1975; Budyko, 1978; Choudhury et al., 1998; Henning, 1989; Mintz & Walker, 1993; Pike, 1964). Our global annual total LE as averaged across latitudinal bands falls directly in line with the other published results (Fig. 12). We include as reference for comparison $R_n$, the original potential LE from Priestley and Taylor (1972), precipitation (PPT) from ISLSCP-II, and an aridity index—$LE/PPT/\sqrt{1+(PPT/PET)^2}$—to calculate evaporation fraction by dividing LE by $R_n$ (−$G$). Our unconstrained model is equivalent to Priestley and Taylor (1972). The most important constraint is $f_{SM}$ in reducing potential to actual LE because $f_{SM}$ dictates the soil water limitation, followed by $f_g$, $f_M$, and finally $f_T$. We show data for 1986 in this comparison figure, and all of our years show a similar pattern. Fig. 12 can be stretched 3-dimensionally (“flying carpet”) across all the years in our dataset (Fig. 13). The annual sum averaged latitudinally tends to remain relatively consistent from year to year within a latitudinal band. Seasonally, the annual sum can be split 3-dimensionally into monthly, latitudinally-averaged values of LE (Fig. 14). The equatorial latitudes tend to remain consistently high throughout the year. The southern and northern hemispheres display the seasonal phase offset where the northern hemisphere increases in LE in their summer in synch with the southern hemisphere decrease in their winter and vice versa.

Specific biomes and climatic areas are more sensitive to uncertainties in some input parameters than others due to variability between parameters (e.g., Mediterranean sites to $T_{max}$). We evaluated the per-pixel variation in the ISLSCP-II input parameters to our model with the method of moments to produce a global map of uncertainty in our global LE estimates (Fig. 15). Lighter areas represent areas of high certainty, whereas darker areas represent areas of high uncertainty. Data shown in Fig. 15 are for the average uncertainty for 1993. The largest area of uncertainty results from the high northern latitudinal striping, though spot areas/pixels occur throughout some of the continental edges due generally to...
must be remedied for further application of the 1987 SRB/Amazon to be split into two sections. This problem in particular cuts through the middle of S. America, which caused the El Niño Southern Oscillation (SOI).

4. Discussion

Major global climatic perturbations and influences, such as El Niño Southern Oscillation (SOI > 0.5), La Niña (SOI < -0.5), and volcanic eruptions such as Mt. Pinatubo in 1991, have caused alterations in the global water cycle and in the land–atmosphere water flux. In 1987 El Niño led to the highest rates of LE for N. America and second highest for S. America for our dataset (Fig. 9). At the same time, Australia, Africa and Europe experienced their lowest rates of LE. The following La Niña in 1988 led to a reversal-N. and S. America dropped their rates of LE considerably, while Australia, Africa and Europe rebounded for significant increases. In 1991, the Mt. Pinatubo eruption, which was the second largest volcanic eruption of the century, caused many climatic anomalies (e.g., Hansen et al., 1992) and may have had a mediating influence on the effects of the following El Niño (Self et al., 1997). Following the Mt. Pinatubo eruption, year 1992 had the largest drops in LE for Asia, N. and S. America for our dataset due to a dimming effect and subsequent reduction in \( R_n \). Europe, however, had the second largest gain in LE in 1992.

There are two problems with the ISLSCP-II \( R_n \). First is the high northern latitudinal striping that occurs in the winter months (also occurs in the southern hemisphere, but not over land). Although one can assume that LE is minimal when \( R_n \) is undetectable, our model still predicts high uncertainty for these missing data (Fig. 15). The second problem occurs only in year 1987, and only in S. America. A curved differentiation of \( R_n \) cuts through the middle of S. America, which caused the Amazon to be split into two sections. This problem in particular must be remedied for further application of the 1987 SRB/ISLSCP-II \( R_n \).

We are confident in the relative trends and absolute pixel values in the global products from our model, but any estimates smaller (sub-pixel) and larger (continental) contain some caveats. Sub-grid variability is so large that to derive particular site information from the 1° pixels could lead to large errors. Continental validation with PPT and runoff data is also possible, but unknown storage-to-LE partitioning and upscaling of runoff stream data to 1° pixels becomes problematic. ISLSCP-II provides runoff data, but explicitly states that these data are not recommended for model validation because the runoff data are based on a combination of model estimates and discharge measurements. Model runs at finer time scales require well-characterized input means from continuous data. We also hesitate to report model estimates for very small spatial scales, such as at the tree or leaf levels. At these scales, parameters that are not included in our model, such as wind speed, become much more tightly coupled to LE (Jarvis & McNaughton, 1986; McNaughton & Jarvis, 1991). In the northern hemisphere, the continental sums are subject to interference from winter striping. Generally, we assumed values of striping to be close to zero, but these estimates are subject to the accuracy of the assumption.

Moving from one scale to the next, whether spatially or temporally is of considerable interest, especially with regards to modeling fluxes such as LE (Su et al., 2007). A more “scalable” model should include not only more parameters (e.g., leaf-level properties), but also de-coupling coefficients (Jarvis & McNaughton, 1986; McNaughton & Jarvis, 1991) attached to each parameter weighting them differently as one moves across scales. With our model, the smallest spatial scale we validate at is the eddy covariance tower footprint, but it is possible that the model works well at smaller spatial scales. We make a big jump to the 1° ISLSCP-II pixel scale without changing the model at all-but do we need to change the model? Comparing with a wide range of global models (Fig. 12), our model compares favorably. Therefore, we can postulate that the influences of the inputs at the ecosystem scale are similar to that at the global scale. Temporally, we report estimates at the monthly scale, but the model can be run at smaller and larger temporal scales as well. Our model, however, requires a certain temporal scale-specific response in the vegetation to water deficits (i.e., LAI, SAVI, NDVI). Further, defining the temporal scale at which parameters such as \( f_{\text{net}} \) operate is implicit in the calculations.

Based on >1200 observations of PPT and runoff, Budkyo (Budyko, 1948; Budyko, 1951; Budyko, 1971; Budyko & Zubenok, 1961) found that the relationship between annual LE and the humidity index (PPT/PET) fell between the empirical models of Schreiber (1904) and Ol’dekop (1911). Essentially, the wetter it is (the higher the humidity index PPT/PET) the higher the AET, but the relationship is nonlinear. Budyko simply solved for the geometric mean of Schreiber (1904) and Ol’dekop (1911). Ture (1954) proposed a similar formula using Thornthwaite’s approach based on 250 independent catchments in different climate regimes. Pike (1964) followed with a PET estimation using Penman’s approach. In essence, all of these models describe a transition from water to energy limitation on LE as PPT/AET increases (as it gets wetter).
equation to measure \( R_n \) based on minimum and maximum air temperature, incoming solar radiation, and distance between the Earth and sun. They report coefficients of determination across eight validation sites between 0.96–0.99. Many studies have compared air temperature from satellite sensors to surface measurements across a wide range of land covers (Bisht et al., 2005; Czajkowski et al., 1997; Goetz et al., 1995; Houborg & Soegaard, 2004; Jin et al., 1997; Kalluri & Dubayah, 1995; Lakshmi et al., 2002; Lakshmi & Susskind, 2000; Prince et al., 1998). Error in satellite-based air temperature has been reported as 4 °C from AVHRR (e.g., Lakshmi et al., 2002; Prince et al., 1998). Vegetation indices such as NDVI or SAVI are direct products of band calculations. Steven et al. (2003) report NDVI and SAVI differences for 15 different satellite sensors, including MODIS and AVHRR. Their results showed that the vegetation indices can be interconverted to a precision of 1–2% across all sensors for both vegetation indices. Proxies for satellite-based estimates of \( e_a \) have been reported from MODIS and AVHRR (Czajkowski et al., 2002; Houborg & Soegaard, 2004; Mettler et al., 2002; Sobrino & El Kharraz, 2003). Mettler et al. (2002) report a RMSE of 3.8 mm \((R^2=0.91)\) for precipitable water vapor – which can be converted to \( e_a \) (Choudhury, 1998; Smith, 1966) – satellite estimates based on Dalu (1986) over Hawaii from AVHRR. Czajkowski et al. (2002) showed that near-surface water vapor could be estimated with AVHRR or MODIS with a correlation of 0.36 as compared to BOREAS ground measurements, though they explain the low \( R^2 \) values as a result of spatial and temporal mismatches between surface and satellite measurements.

Our next step is to run our model finer spatial and temporal scales using solely remote sensing data (e.g., global MODIS 1-km² data). Currently, the model performs well across a wide variety of ecosystems, vegetation types, footprints, and climatic regimes. It is also simple enough so that it can potentially be run solely with remote sensing inputs, and global estimates are easily producible. We have assessed the uncertainty within our model based on the error associated with the input data, and we are confident in the absolute values of LE at an ecosystem scale and in the relative trends of LE at the global scale. Our model can be integrated straightforwardly into larger process models of global climate change, water balance, net primary productivity, floods and droughts, and irrigation.
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