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Introduction

Linear algebra is an important gateway connecting elementary mathematics to more advanced subjects, such as multivariable calculus, systems of differential equations, differential geometry, and group representations. The purpose of this work is to provide a compact but efficient treatment of this topic.

In §1 we define the class of vector spaces (real and complex) and discuss some basic examples, including $\mathbb{R}^n$ and $\mathbb{C}^n$, or, as we denote them, $\mathbb{F}^n$, with $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$. In §2 we consider linear transformations between such vector spaces. In particular we look at an $m \times n$ matrix $A$ as defining a linear transformation $A : \mathbb{F}^n \to \mathbb{F}^m$. We define the range $\mathcal{R}(T)$ and null space $\mathcal{N}(T)$ of a linear transformation $T : V \to W$. In §3 we define the notion of basis of a vector space. Vector spaces with finite bases are called finite dimensional. We establish the crucial property that any two bases of such a vector space $V$ have the same number of elements (denoted $\text{dim } V$). We apply this to other results on bases of vector spaces, culminating in the “fundamental theorem of linear algebra,” that if $T : V \to W$ is linear and $V$ is finite dimensional, then $\text{dim } \mathcal{N}(T) + \text{dim } \mathcal{R}(T) = \text{dim } V$, and discuss some of its important consequences.
A linear transformation \( T : V \rightarrow V \) is said to be invertible provided it is one-to-one and onto, i.e., provided \( \mathcal{N}(T) = 0 \) and \( \mathcal{R}(T) = V \). In §5 we define the determinant of such \( T \), \( \det T \) (when \( V \) is finite dimensional), and show that \( T \) is invertible if and only if \( \det T \neq 0 \). In §6 we study eigenvalues \( \lambda_j \) and eigenvectors \( v_j \) of such a transformation, defined by \( T v_j = \lambda_j v_j \). Results of §5 imply \( \lambda_j \) is a root of the “characteristic polynomial” \( \det(\lambda I - T) \). Section 7 extends the scope of §6 to a treatment of generalized eigenvectors. This topic is connected to properties of nilpotent matrices and triangular matrices, studied in §8.

In §9 we treat inner products on vector spaces, which endow them with a Euclidean geometry, in particular with a distance and a norm. In §10 we discuss two types of norms on linear transformations, the “operator norm” and the “Hilbert-Schmidt norm.” Then, in §§11–12, we discuss some special classes of linear transformations on inner product spaces: self-adjoint, skew-adjoint, unitary, and orthogonal transformations.

Section 13 deals with the Jordan normal form of a complex \( n \times n \) matrix, and §14 establishes a theorem of Schur that for each \( n \times n \) matrix \( A \), there is an orthonormal basis of \( \mathbb{C}^n \) with respect to which \( A \) takes an upper triangular form. Section 15 establishes a polar decomposition result, that each \( n \times n \) complex matrix can be written as \( KP \), with \( K \) unitary and \( P \) positive semidefinite, and a related result known as the singular value decomposition of a complex matrix (square or rectangular).

In §16 we define the dual space \( V' \) to a vector space \( V \). We associate to a linear map \( A : V \rightarrow W \) its transpose \( A' : W' \rightarrow V' \) and establish a natural isomorphism \( V \cong (V')' \) when \( \dim V < \infty \). Section 17 looks at convex subsets of a finite dimensional vector space. Section 18 deals with quotient spaces \( V/W \) when \( W \) is a linear subspace of \( V \).

Sections 19–21 deal with multilinear maps and related constructions, including tensor products in §20 and exterior algebra in §21, which we approach as a further development of the theory of the determinant, initiated in §5. Results of these sections are particularly useful in the development of differential geometry and manifold theory, involving studies of tensor fields and differential forms.

In §22, we extend the scope of our study of vector spaces, adding to \( \mathbb{R} \) and \( \mathbb{C} \) more general fields \( F \). We define the notion of a field, give a number of additional examples, and describe how results of §§1–8, 13, and 16–21 extend to vector spaces over a general field \( F \). Specific fields considered include both finite fields \( \mathbb{Z}/(p) \) and fields of algebraic numbers. In §23 we extend the scope further, from vector spaces over fields to modules over rings. Specific rings considered include the ring \( \mathbb{Z} \) of integers, rings of polynomials, and matrix rings. We discuss \( \mathcal{R} \)-linear maps between two such \( \mathcal{R} \)-modules,
for such rings $\mathcal{R}$. We compare and contrast the theories of modules and of vector spaces. We pay particular attention to modules over principal ideal domains (PIDs). Examples of PIDs include both $\mathbb{Z}$ and polynomial rings $\mathbb{F}[t]$.

In §24 we revisit the results obtained in §7 and §13 on generalized eigenspaces and the Jordan canonical form for $A \in \mathcal{L}(V)$, and show how they follow from results on the structure of $\mathcal{R}$-modules in §23, when $\mathcal{R} = \mathbb{F}[t]$.

In §25, we return to the setting of real and complex $n \times n$ matrices and define the matrix exponential, $e^{tA}$, so that $x(t) = e^{tA}v$ solves the differential equation $dx/dt = Ax$, $x(0) = v$. We produce a power series for $e^{tA}$ and establish some basic properties. The matrix exponential is fundamental to applications of linear algebra to ODE. Here, we use this connection to produce another proof that if $A$ is an $n \times n$ complex matrix, then $\mathbb{C}^n$ has a basis consisting of generalized eigenvectors of $A$. The proof here is completely different from that given in §7.

We end with some appendices. The first appendix gives a proof of the fundamental theorem of algebra, that every nonconstant polynomial has complex roots. This result has several applications in §§6–7.

Appendix B revisits a theme from §5, and shows how applying row reduction to an $m \times n$ matrix $A$ works to display a basis of its null space, while applying column reduction to $A$ works to display a basis of its range. We also apply row reduction to LU-factorization.

In Appendix C we study positive matrices, including the important class of stochastic matrices. We establish the Perron-Frobenius theorem, which states that, under a further hypothesis called irreducibility, a positive matrix has a positive eigenvector, unique up to scalar multiple, and draws useful corollaries for the behavior of irreducible stochastic matrices.

In Appendix D we take a second look at the set $\mathcal{A}$ of algebraic numbers, which are roots of polynomials with rational coefficients. We show that they are precisely the eigenvalues of square matrices with rational entries, and use this, together with some results of §20, to show that sums, products, and reciprocals of (nonzero) algebraic numbers are also algebraic. That is to say, $\mathcal{A}$ is a field. A different proof of this is given in §22. We also look at the set $\mathcal{O}$ of algebraic integers, which are roots of polynomials with integer coefficients, with leading coefficient 1. We show these are precisely the eigenvalues of square matrices with integer entries, and use this to prove that $\mathcal{O}$ is a ring. We discuss a test for when an element of $\mathcal{A}$ belongs to $\mathcal{O}$.

Appendix E brings up another algebraic structure, that of a group. It describes how various groups have arisen in the text, and presents a few general observations on these objects, with emphasis on two classes of groups:
infinite matrix groups like $G\ell(n, \mathbb{R})$, which are Lie groups, on the one hand, and groups like the permutation groups $S_n$, which are finite groups, on the other. We cap our treatment of basic results on groups with a discussion of an application to a popular encryption scheme, based on a choice of two large prime numbers.

In Appendix F we discuss quaternions, objects of the form $a + bi + cj + dk$ with $a, b, c, d \in \mathbb{R}$, which form a noncommutative ring $\mathbb{H}$, with a number of interesting properties. In particular, the quaternion product captures both the dot product and the cross product of vectors in $\mathbb{R}^3$. We also discuss matrices with entries in $\mathbb{H}$, with special attention to a family of groups $Sp(n) \subset M(n, \mathbb{H})$.

Appendix G discusses the general concept of an algebra, an object that is simultaneously a vector space over a field $F$ and a ring, such that the product is $F$-bilinear. Many of the rings introduced earlier, such as $\mathcal{L}(V)$ and $\mathbb{H}$, are algebras, but some, such as $\mathbb{Z}$ and $\mathbb{Z}[t]$, are not. We introduce some new ones, such as the tensor algebra $\otimes V$ associated to a vector space, and the tensor product $A \otimes B$ of two algebras. Properly speaking, these algebras are associative algebras. We briefly mention a class of nonassociative algebras known as Lie algebras, and another class, known as Jordan algebras.

Appendix H treats an important class of algebras called Clifford algebras. These are intimately related to the construction of a class of differential operators known as Dirac operators.

Appendix I treats an intriguing nonassociative algebra called the set of octonions (or Cayley numbers). We discuss similarities and differences with the algebra of quaternions.

Appendix J discusses the class of Noetherian rings and the associated class of Noetherian modules. This class of rings, defined by a certain finiteness condition, contains the class of PIDs. It also contains other important classes of rings, in particular polynomial rings in several variables, a result known as the Hilbert basis theorem. Even as the class of Noetherian rings is preserved under passing from $\mathcal{R}$ to $\mathcal{R}[x]$, so is the class of unique factorization domains. We prove this in Appendix K.

Appendix L produces new fields $\tilde{F}$ from old fields, constructed so that a polynomial $P \in F[x]$ without roots in $F$ will have roots in $\tilde{F}$. In particular, we obtain all finite fields in this fashion, proceeding from the fields $\mathbb{Z}/(p)$. Material in this appendix puts the reader in a position to tackle treatments of Galois theory.

The material presented here could serve for a two semester course in linear algebra. For a one semester course, I recommend a straight shot through Sections 1–12, with attention to Appendices A and B. Material in
Sections 13–25 and a selection from the appendices could work well in a second semester course. To be sure, there is considerable flexibility in the presentation of this material, and one might try some different orderings. For example, one might want to present §25, on the matrix exponential, much earlier, anywhere after §10. As another example, one could move §22, on vector spaces over general fields, way up, maybe right after §8 (and maybe similarly move §13 up). In any case, I encourage the student/reader to sample all the sections, as an encounter with the wonderful mathematical topic that is linear algebra.

Acknowledgments. Thanks to Robert Bryant for useful conversations related to various topics treated here, particularly regarding octonions.

Material in Sections 1–14 follows closely the presentation of basic linear algebra in Chapter 2 of my text [T4], Introduction to Differential Equations, published by the American Mathematical Society. I am grateful to the AMS for permission to use this material here.
1. Vector spaces

We expect the reader is familiar with vectors in the plane $\mathbb{R}^2$ and 3-space $\mathbb{R}^3$. More generally we have $n$-space $\mathbb{R}^n$, whose elements consist of $n$-tuples of real numbers:

$$\begin{align*}
\text{(1.1)} & \quad v = (v_1, \ldots, v_n). \\
\text{There is vector addition; if also } w = (w_1, \ldots, w_n) \in \mathbb{R}^n, & \quad v + w = (v_1 + w_1, \ldots, v_n + w_n). \\
\text{There is also multiplication by scalars; if } a \text{ is a real number (a scalar)}, & \quad av = (av_1, \ldots, av_n).
\end{align*}$$

We could also use complex numbers, replacing $\mathbb{R}^n$ by $\mathbb{C}^n$, and allowing $a \in \mathbb{C}$ in (1.3). We will use $F$ to denote $\mathbb{R}$ or $\mathbb{C}$.

Many other vector spaces arise naturally. We define this general notion now. A vector space over $F$ is a set $V$, endowed with two operations, that of vector addition and multiplication by scalars. That is, given $v, w \in V$ and $a \in F$, then $v + w$ and $av$ are defined in $V$. Furthermore, the following properties are to hold, for all $u, v, w \in V$, $a, b \in F$. First there are laws for vector addition:

$$\begin{align*}
\text{(1.4)} & \quad \text{Commutative law : } u + v = v + u, \\
\text{(1.5)} & \quad \text{Associative law : } (u + v) + w = u + (v + w), \\
\text{(1.6)} & \quad \text{Zero vector : } \exists \ 0 \in V, \ v + 0 = v, \\
\text{(1.7)} & \quad \text{Negative : } \exists - v, \ v + (-v) = 0.
\end{align*}$$

Next there are laws for multiplication by scalars:

$$\begin{align*}
\text{(1.8)} & \quad \text{Associative law : } a(bv) = (ab)v, \\
\text{(1.9)} & \quad \text{Unit : } 1 \cdot v = v.
\end{align*}$$

Finally there are two distributive laws:

$$\begin{align*}
\text{(1.10)} & \quad a(u + v) = au + av, \\
\text{(1.11)} & \quad (a + b)u = au + bu.
\end{align*}$$

It is easy to see that $\mathbb{R}^n$ and $\mathbb{C}^n$ satisfy all these rules. We will present a number of other examples below. Let us also note that a number of other
simple identities are automatic consequences of the rules given above. Here are some, which the reader is invited to verify:

\begin{align*}
v + w &= v \\
v + 0 \cdot v &= (1 + 0)v = v, \\
0 \cdot v &= 0, \\
v + w &= 0 \Rightarrow w = -v, \\
v + (-1)v &= 0 \cdot v = 0, \\
(-1)v &= -v.
\end{align*}

(1.12)

Above we represented elements of \( \mathbb{F}^n \) as row vectors. Often we represent elements of \( \mathbb{F}^n \) as column vectors. We write

\begin{equation}
\begin{pmatrix}
v_1 \\
\vdots \\
v_n
\end{pmatrix}, \quad \begin{pmatrix}
av_1 + w_1 \\
\vdots \\
av_n + w_n
\end{pmatrix}.
\end{equation}

(1.13)

We give some other examples of vector spaces. Let \( I = [a, b] \) denote an interval in \( \mathbb{R} \), and take a non-negative integer \( k \). Then \( C^k(I) \) denotes the set of functions \( f : I \rightarrow \mathbb{F} \) whose derivatives up to order \( k \) are continuous. We denote by \( \mathcal{P} \) the set of polynomials in \( x \), with coefficients in \( \mathbb{F} \). We denote by \( \mathcal{P}_k \) the set of polynomials in \( x \) of degree \( \leq k \). In these various cases,

\begin{equation}
(f + g)(x) = f(x) + g(x), \quad (af)(x) = af(x).
\end{equation}

(1.14)

Such vector spaces and certain of their linear subspaces play a major role in the material developed in these notes.

Regarding the notion just mentioned, we say a subset \( W \) of a vector space \( V \) is a linear subspace provided

\begin{equation}
w_j \in W, \quad a_j \in \mathbb{F} \Rightarrow a_1w_1 + a_2w_2 \in W.
\end{equation}

(1.15)

Then \( W \) inherits the structure of a vector space.

---

**Exercises**

1. Specify which of the following subsets of \( \mathbb{R}^3 \) are linear subspaces:

(a) \( \{(x, y, z) : x - y = 0\} \),

(b) \( \{(x, y, z) : x^2 - y^2 = 0\} \),

(c) \( \{(x, y, z) : x, y, z \geq 0\} \),

(d) \( \{(x, y, z) : x \text{ is an integer}\} \),

(e) \( \{(x, y, z) : x = 2z, \ y = -z\} \).
2. Show that the results in (1.12) follow from the basic rules (1.4)–(1.11).

*Hint.* To start, add \(-v\) to both sides of the identity \(v + w = v\), and take account first of the associative law (1.5), and then of the rest of (1.4)–(1.7). For the second line of (1.12), use the rules (1.9) and (1.11). Then use the first two lines of (1.12) to justify the third line...

3. Demonstrate that the following results hold for every vector space \(V\).

Take \(a \in \mathbb{F}, \ v \in \mathbb{V}\).

\[a \cdot 0 = 0 \in \mathbb{V},\]
\[a(-v) = -av.\]

*Hint.* Feel free to use the results of (1.12).

Let \(V\) be a vector space (over \(\mathbb{F}\)) and \(W, X \subset V\) linear subspaces. We say

\[(1.16) \quad V = W + X\]

provided each \(v \in V\) can be written

\[(1.17) \quad v = w + x, \quad w \in W, \ x \in X.\]

We say

\[(1.18) \quad V = W \oplus X\]

provided each \(v \in V\) has a unique representation (1.17).

4. Show that

\[V = W \oplus X \iff V = W + X \quad \text{and} \quad W \cap X = 0.\]

5. Take \(V = \mathbb{R}^3\). Specify in each case (a)–(c) whether \(V = W + X\) and whether \(V = W \oplus X\).

(a) \(W = \{(x, y, z) : z = 0\}, \ X = \{(x, y, z) : x = 0\}\),

(b) \(W = \{(x, y, z) : z = 0\}, \ X = \{(x, y, z) : x = y = 0\}\),

(c) \(W = \{(x, y, z) : z = 0\}, \ X = \{(x, y, z) : y = z = 0\}\).
6. If $W_1, \ldots, W_m$ are linear subspaces of $V$, extend (1.16) to the notion

(1.19) \quad V = W_1 + \cdots + W_m,

and extend (1.18) to the notion that

(1.20) \quad V = W_1 \oplus \cdots \oplus W_m.
2. Linear transformations and matrices

If $V$ and $W$ are vector spaces over $\mathbb{F}$ ($\mathbb{R}$ or $\mathbb{C}$), a map

$$T : V \rightarrow W$$

is said to be a linear transformation provided

$$T(a_1v_1 + a_2v_2) = a_1Tv_1 + a_2Tv_2, \quad \forall a_j \in \mathbb{F}, \ v_j \in V.$$  

We also write $T \in \mathcal{L}(V, W)$. In case $V = W$, we also use the notation $\mathcal{L}(V) = \mathcal{L}(V, V)$.

Linear transformations arise in a number of ways. For example, an $m \times n$ matrix

$$A = \begin{pmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{m1} & \cdots & a_{mn} \end{pmatrix},$$

with entries in $\mathbb{F}$ defines a linear transformation $A : \mathbb{F}^n \rightarrow \mathbb{F}^m$

by

$$\begin{pmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{m1} & \cdots & a_{mn} \end{pmatrix} \begin{pmatrix} b_1 \\ \vdots \\ b_n \end{pmatrix} = \begin{pmatrix} \Sigma a_{1\ell}b_\ell \\ \vdots \\ \Sigma a_{m\ell}b_\ell \end{pmatrix}.$$  

We say $A \in M(m \times n, \mathbb{F})$ when $A$ is given by (2.3). If $m = n$, we say $A \in M(n, \mathbb{F})$.

We also have linear transformations on function spaces, such as multiplication operators

$$Mf : C^k(I) \rightarrow C^k(I), \quad Mfg(x) = f(x)g(x),$$

given $f \in C^k(I)$, $I = [a, b]$, and the operation of differentiation:

$$D : C^{k+1}(I) \rightarrow C^k(I), \quad Df(x) = f'(x).$$

We also have integration:

$$\mathcal{I} : C^k(I) \rightarrow C^{k+1}(I), \quad \mathcal{I}f(x) = \int_a^x f(y) \, dy.$$
Note also that
\[(2.8) \quad D : \mathcal{P}_{k+1} \rightarrow \mathcal{P}_k, \quad I : \mathcal{P}_k \rightarrow \mathcal{P}_{k+1}, \]
where \(\mathcal{P}_k\) denotes the space of polynomials in \(x\) of degree \(\leq k\).

Two linear transformations \(T_j \in \mathcal{L}(V, W)\) can be added:
\[(2.9) \quad T_1 + T_2 : V \rightarrow W, \quad (T_1 + T_2)v = T_1v + T_2v. \]
Also \(T \in \mathcal{L}(V, W)\) can be multiplied by a scalar:
\[(2.10) \quad aT : V \rightarrow W, \quad (aT)v = a(Tv). \]
This makes \(\mathcal{L}(V, W)\) a vector space.

We can also compose linear transformations \(S \in \mathcal{L}(W, X), T \in \mathcal{L}(V, W)\):
\[(2.11) \quad ST : V \rightarrow X, \quad (ST)v = S(Tv). \]
For example, we have
\[(2.12) \quad M_f D : C^{k+1}(I) \rightarrow C^k(I), \quad M_fDg(x) = f(x)g'(x), \]
given \(f \in C^k(I)\). When two transformations
\[(2.13) \quad A : \mathbb{F}^n \rightarrow \mathbb{F}^m, \quad B : \mathbb{F}^k \rightarrow \mathbb{F}^n \]
are represented by matrices, e.g., \(A\) as in (2.3)–(2.4) and
\[(2.14) \quad B = \begin{pmatrix} b_{11} & \cdots & b_{1k} \\ \vdots & \ddots & \vdots \\ b_{n1} & \cdots & b_{nk} \end{pmatrix}, \]
then
\[(2.15) \quad AB : \mathbb{F}^k \rightarrow \mathbb{F}^m \]
is given by matrix multiplication:
\[(2.16) \quad AB = \begin{pmatrix} \Sigma a_{11}b_{1t1} & \cdots & \Sigma a_{1k}b_{1tk} \\ \vdots & \ddots & \vdots \\ \Sigma a_{mtb_{1t1}} & \cdots & \Sigma a_{mtb_{1tk}} \end{pmatrix}. \]
For example,
\[
\begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} = \begin{pmatrix} a_{11}b_{111} + a_{12}b_{21} & a_{11}b_{112} + a_{12}b_{22} \\ a_{21}b_{111} + a_{22}b_{21} & a_{21}b_{112} + a_{22}b_{22} \end{pmatrix}.
\]
Another way of writing (2.16) is to represent $A$ and $B$ as
\begin{equation}
A = (a_{ij}), \quad B = (b_{ij}),
\end{equation}
and then we have
\begin{equation}
AB = (d_{ij}), \quad d_{ij} = \sum_{\ell=1}^{n} a_{i\ell} b_{\ell j}.
\end{equation}
To establish the identity (2.16), we note that it suffices to show the two sides have the same effect on each $e_j \in \mathbb{F}^k$, $1 \leq j \leq k$, where $e_j$ is the column vector in $\mathbb{F}^k$ whose $j$th entry is 1 and whose other entries are 0. First note that
\begin{equation}
Be_j = \begin{pmatrix} b_{1j} \\ \vdots \\ b_{nj} \end{pmatrix},
\end{equation}
which is the $j$th column in $B$, as one can see via (2.4). Similarly, if $D$ denotes the right side of (2.16), $De_j$ is the $j$th column of this matrix, i.e.,
\begin{equation}
De_j = \begin{pmatrix} \sum a_{1\ell} b_{\ell j} \\ \vdots \\ \sum a_{m\ell} b_{\ell j} \end{pmatrix}.
\end{equation}
On the other hand, applying $A$ to (2.19), via (2.4), gives the same result, so (2.16) holds.

Associated with a linear transformation as in (2.1) there are two special linear spaces, the null space of $T$ and the range of $T$. The null space of $T$ is
\begin{equation}
\mathcal{N}(T) = \{ v \in V : Tv = 0 \},
\end{equation}
and the range of $T$ is
\begin{equation}
\mathcal{R}(T) = \{ Tv : v \in V \}.
\end{equation}
Note that $\mathcal{N}(T)$ is a linear subspace of $V$ and $\mathcal{R}(T)$ is a linear subspace of $W$. If $\mathcal{N}(T) = 0$ we say $T$ is injective; if $\mathcal{R}(T) = W$ we say $T$ is surjective. Note that $T$ is injective if and only if $T$ is one-to-one, i.e.,
\begin{equation}
Tv_1 = Tv_2 \implies v_1 = v_2.
\end{equation}
If $T$ is surjective, we also say $T$ is onto. If $T$ is one-to-one and onto, we say it is an isomorphism. In such a case the inverse
\begin{equation}
T^{-1} : W \rightarrow V
\end{equation}
is well defined, and it is a linear transformation. We also say $T$ is invertible, in such a case.
Exercises

1. With $D$ and $I$ given by (2.6)–(2.7), compute $DI$ and $ID$.

2. In the context of Exercise 1, specify $N(D)$, $N(I)$, $R(D)$, and $R(I)$.

3. Consider $A, B : \mathbb{R}^3 \to \mathbb{R}^3$, given by
   
   $A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}$,  
   $B = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$.

   Compute $AB$ and $BA$.

4. In the context of Exercise 3, specify $N(A)$, $N(B)$, $R(A)$, $R(B)$.

5. We say two $n \times n$ matrices $A$ and $B$ commute provided $AB = BA$. Note that $AB \neq BA$ in Exercise 3. Pick out the pair of commuting matrices from this list:

   $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$,  
   $\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$,  
   $\begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$.

6. Show that (2.4) is a special case of matrix multiplication, as defined by the right side of (2.16).

7. Show, without using the formula (2.16) identifying compositions of linear transformations and matrix multiplication, that matrix multiplication is associative, i.e.,

   
   \begin{equation}
   (2.25) \quad A(BC) = (AB)C,
   \end{equation}

   where $C : \mathbb{F}^\ell \to \mathbb{F}^k$ is given by a $k \times \ell$ matrix and the products in (2.25) are defined as matrix products, as in (2.18).

8. Show that the asserted identity (2.16) identifying compositions of linear transformations with matrix products follows from the result of Exercise
7. Hint. (2.4), defining the action of $A$ on $\mathbb{F}^n$, is a matrix product.

9. Let $A : \mathbb{F}^n \to \mathbb{F}^m$ be defined by an $m \times n$ matrix, as in (2.3)–(2.4).
   (a) Show that $\mathcal{R}(A)$ is the span of the columns of $A$.
   Hint. See (2.19).
   (b) Show that $\mathcal{N}(A) = 0$ if and only if the columns of $A$ are linearly independent.

10. Define the transpose of an $m \times n$ matrix $A$ to be the $n \times m$ matrix $A^t = (a_{kj})$. Thus, if $A$ is as in (2.3)–(2.4),

\begin{equation}
A^t = \begin{pmatrix}
a_{11} & \cdots & a_{m1} \\
\vdots & \ddots & \vdots \\
a_{1n} & \cdots & a_{mn}
\end{pmatrix}.
\end{equation}

For example,

\[ A = \begin{pmatrix} 1 & 2 \\ 3 & 4 \\ 5 & 6 \end{pmatrix} \Rightarrow A^t = \begin{pmatrix} 1 & 3 & 5 \\ 2 & 4 & 6 \end{pmatrix}. \]

Suppose also $B$ is an $n \times k$ matrix, as in (2.14), so $AB$ is defined, as in (2.15). Show that

\begin{equation}
(AB)^t = B^t A^t.
\end{equation}

11. Let

\[ A = \begin{pmatrix} 1 & 2 & 3 \end{pmatrix}, \quad B = \begin{pmatrix} 2 \\ 0 \\ 2 \end{pmatrix}. \]

Compute $AB$ and $BA$. Then compute $A^t B^t$ and $B^t A^t$. 
3. Basis and dimension

Given a finite set $S = \{v_1, \ldots, v_k\}$ in a vector space $V$, the span of $S$ is the set of vectors in $V$ of the form

$$(3.1) \quad c_1 v_1 + \cdots + c_k v_k,$$

with $c_j$ arbitrary scalars, ranging over $F = \mathbb{R}$ or $\mathbb{C}$. This set, denoted $\text{Span}(S)$ is a linear subspace of $V$. The set $S$ is said to be linearly dependent if and only if there exist scalars $c_1, \ldots, c_k$, not all zero, such that (3.1) vanishes. Otherwise we say $S$ is linearly independent.

If $\{v_1, \ldots, v_k\}$ is linearly independent, we say $S$ is a basis of $\text{Span}(S)$, and that $k$ is the dimension of $\text{Span}(S)$. In particular, if this holds and $\text{Span}(S) = V$, we say $k = \dim V$. We also say $V$ has a finite basis, and that $V$ is finite dimensional.

By convention, if $V$ has only one element, the zero element, we say $V = 0$ and $\dim V = 0$.

It is easy to see that any finite set $S = \{v_1, \ldots, v_k\} \subset V$ has a maximal subset that is linearly independent, and such a subset has the same span as $S$, so $\text{Span}(S)$ has a basis. To take a complementary perspective, $S$ will have a minimal subset $S_0$ with the same span, and any such minimal subset will be a basis of $\text{Span}(S)$. Soon we will show that any two bases of a finite-dimensional vector space $V$ have the same number of elements (so $\dim V$ is well defined). First, let us relate $V$ to $\mathbb{R}^k$.

So say $V$ has a basis $S = \{v_1, \ldots, v_k\}$. We define a linear transformation

$$(3.2) \quad J_S : \mathbb{F}^k \rightarrow V, \quad \text{by}$$

$$J_S \begin{pmatrix} c_1 \\ \vdots \\ c_k \end{pmatrix} = c_1 v_1 + \cdots + c_k v_k.$$

Equivalently,

$$(3.3) \quad J_S(c_1 e_1 + \cdots + c_k e_k) = c_1 v_1 + \cdots + c_k v_k,$$

where

$$(3.4) \quad e_1 = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \ldots, e_k = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}.$$

We say $\{e_1, \ldots, e_k\}$ is the standard basis of $\mathbb{F}^k$. The linear independence of $S$ is equivalent to the injectivity of $J_S$ and the statement that $S$ spans $V$ is
3. Basis and dimension

equivalent to the surjectivity of $J_S$. Hence the statement that $S$ is a basis of $V$ is equivalent to the statement that $J_S$ is an isomorphism, with inverse uniquely specified by

\begin{equation}
J_S^{-1}(c_1v_1 + \cdots + c_kv_k) = c_1e_1 + \cdots + c_ke_k.
\end{equation}

We begin our demonstration that $\dim V$ is well defined, with the following concrete result.

**Lemma 3.1.** If $v_1, \ldots, v_{k+1}$ are vectors in $F^k$, then they are linearly dependent.

**Proof.** We use induction on $k$. The result is obvious if $k = 1$. We can suppose the last component of some $v_j$ is nonzero, since otherwise we can regard these vectors as elements of $F^{k-1}$ and use the inductive hypothesis. Reordering these vectors, we can assume the last component of $v_{k+1}$ is nonzero, and it can be assumed to be 1. Form

$$w_j = v_j - v_{kj}v_{k+1}, \quad 1 \leq j \leq k,$$

where $v_j = (v_{1j}, \ldots, v_{kj})^t$. Then the last component of each of the vectors $w_1, \ldots, w_k$ is 0, so we can regard these as $k$ vectors in $F^{k-1}$. By induction, there exist scalars $a_1, \ldots, a_k$, not all zero, such that

$$a_1w_1 + \cdots + a_kw_k = 0,$$

so we have

$$a_1v_1 + \cdots + a_kv_k = (a_1v_{k1} + \cdots + a_kv_{k1})v_{k+1},$$

the desired linear dependence relation on $\{v_1, \ldots, v_{k+1}\}$.

With this result in hand, we proceed.

**Proposition 3.2.** If $V$ has a basis $\{v_1, \ldots, v_k\}$ with $k$ elements and if the set $\{w_1, \ldots, w_\ell\} \subset V$ is linearly independent, then $\ell \leq k$.

**Proof.** Take the isomorphism $J_S : F^k \to V$ described in (3.2)–(3.3). The hypotheses imply that $\{J_S^{-1}w_1, \ldots, J_S^{-1}w_\ell\}$ is linearly independent in $F^k$, so Lemma 3.1 implies $\ell \leq k$.

**Corollary 3.3.** If $V$ is finite-dimensional, any two bases of $V$ have the same number of elements. If $V$ is isomorphic to $W$, these spaces have the same dimension.
Proof. If $S$ (with $\#S$ elements) and $T$ are bases of $V$, we have $\#S \leq \#T$ and $\#T \leq \#S$, hence $\#S = \#T$. For the latter part, an isomorphism of $V$ onto $W$ takes a basis of $V$ to a basis of $W$.

The following is an easy but useful consequence.

**Proposition 3.4.** If $V$ is finite dimensional and $W \subset V$ a linear subspace, then $W$ has a finite basis, and $\dim W \leq \dim V$.

**Proof.** Suppose $\{w_1, \ldots, w_\ell\}$ is a linearly independent subset of $W$. Proposition 3.2 implies $\ell \leq \dim V$. If this set spans $W$, we are done. If not, there is an element $w_{\ell+1} \in W$ not in this span, and $\{w_1, \ldots, w_{\ell+1}\}$ is a linearly independent subset of $W$. Again $\ell + 1 \leq \dim V$. Continuing this process a finite number of times must produce a basis of $W$.

A similar argument establishes:

**Proposition 3.5.** Suppose $V$ is finite dimensional, $W \subset V$ a linear subspace, and $\{w_1, \ldots, w_\ell\}$ a basis of $W$. Then $V$ has a basis of the form $\{w_1, \ldots, w_\ell, u_1, \ldots, u_m\}$, and $\ell + m = \dim V$.

Having this, we can establish the following result, sometimes called the fundamental theorem of linear algebra.

**Proposition 3.6.** Assume $V$ and $W$ are vector spaces, $V$ finite dimensional, and

$$A : V \longrightarrow W$$

a linear map. Then

$$\dim \mathcal{N}(A) + \dim \mathcal{R}(A) = \dim V.$$  \hfill (3.7)

**Proof.** Let $\{w_1, \ldots, w_\ell\}$ be a basis of $\mathcal{N}(A) \subset V$, and complete it to a basis $\{w_1, \ldots, w_\ell, u_1, \ldots, u_m\}$ of $V$. Set $L = \text{Span}\{u_1, \ldots, u_m\}$, and consider

$$A_0 : L \longrightarrow W, \quad A_0 = A\big|_L.$$  \hfill (3.8)

Clearly $w \in \mathcal{R}(A) \Rightarrow w = A(a_1w_1 + \cdots + a_\ell w_\ell + b_1u_1 + \cdots + b_mu_m) = A_0(b_1u_1 + \cdots + b_mu_m)$, so

$$\mathcal{R}(A_0) = \mathcal{R}(A).$$  \hfill (3.9)

Furthermore,

$$\mathcal{N}(A_0) = \mathcal{N}(A) \cap L = 0.$$  \hfill (3.10)

Hence $A_0 : L \rightarrow \mathcal{R}(A_0)$ is an isomorphism. Thus $\dim \mathcal{R}(A) = \dim \mathcal{R}(A_0) = \dim L = m$, and we have (3.7).

The following is a significant special case.
Corollary 3.7. Let $V$ be finite dimensional, and let $A : V \to V$ be linear. Then

$$A \text{ injective } \iff A \text{ surjective } \iff A \text{ isomorphism.}$$

We mention that these equivalences can fail for infinite dimensional spaces. For example, if $P$ denotes the space of polynomials in $x$, then $M_x : P \to P \ (M_x f(x) = xf(x))$ is injective but not surjective, while $D : P \to P \ (D f(x) = f'(x))$ is surjective but not injective.

Next we have the following important characterization of injectivity and surjectivity.

Proposition 3.8. Assume $V$ and $W$ are finite dimensional and $A : V \to W$ is linear. Then

$$(3.11) \quad A \text{ surjective } \iff AB = I_W, \text{ for some } B \in L(W,V),$$

and

$$(3.12) \quad A \text{ injective } \iff CA = I_V, \text{ for some } C \in L(W,V).$$

Proof. Clearly $AB = I \Rightarrow A$ surjective and $CA = I \Rightarrow A$ injective. We establish the converses.

First assume $A : V \to W$ is surjective. Let $\{w_1, \ldots, w_\ell\}$ be a basis of $W$. Pick $v_j \in V$ such that $Av_j = w_j$. Set

$$B(a_1 w_1 + \cdots + a_\ell w_\ell) = a_1 v_1 + \cdots + a_\ell v_\ell.$$  

This works in (3.11).

Next assume $A : V \to W$ is injective. Let $\{v_1, \ldots, v_k\}$ be a basis of $V$. Set $w_j = Av_j$. Then $\{w_1, \ldots, w_k\}$ is linearly independent, hence a basis of $R(A)$, and we then can produce a basis $\{w_1, \ldots, w_k, u_1, \ldots, u_m\}$ of $W$. Set

$$C(a_1 w_1 + \cdots + a_k w_k + b_1 u_1 + \cdots + b_m u_m) = a_1 v_1 + \cdots + a_k v_k.$$  

This works in (3.12).

An $m \times n$ matrix $A$ defines a linear transformation $A : \mathbb{F}^n \to \mathbb{F}^m$, as in (2.3)–(2.4). The columns of $A$ are

$$a_j = \begin{pmatrix} a_{1j} \\ \vdots \\ a_{mj} \end{pmatrix}. $$
As seen in §2,

\[(3.16) \quad Ae_j = a_j,\]

where \(e_1, \ldots, e_n\) is the standard basis of \(\mathbb{F}^n\). Hence

\[(3.17) \quad \mathcal{R}(A) = \text{linear span of the columns of } A,\]

so

\[(3.18) \quad \mathcal{R}(A) = \mathbb{F}^m \iff a_1, \ldots, a_n \text{ span } \mathbb{F}^n.\]

Furthermore,

\[(3.19) \quad A\left(\sum_{j=1}^{n} c_je_j\right) = 0 \iff \sum_{j=1}^{n} c_ja_j = 0,\]

so

\[(3.28) \quad \mathcal{N}(A) = 0 \iff \{a_1, \ldots, a_n\} \text{ is linearly independent.}\]

We have the following conclusion, in case \(m = n\).

**Proposition 3.9.** Let \(A\) be an \(n \times n\) matrix, defining \(A : \mathbb{F}^n \to \mathbb{F}^n\). Then the following are equivalent:

- \(A\) is invertible,
- The columns of \(A\) are linearly independent,
- The columns of \(A\) span \(\mathbb{F}^n\).

If (3.21) holds, then we denote the inverse of \(A\) by \(A^{-1}\). Compare (2.24).

---

**Exercises**

1. Suppose \(\{v_1, \ldots, v_k\}\) is a basis of \(V\). Show that

\[w_1 = v_1, \quad w_2 = v_1 + v_2, \ldots, w_j = v_1 + \cdots + v_j, \ldots, w_k = v_1 + \cdots + v_k\]

is also a basis of \(V\).
2. Let $V$ be the space of polynomials in $x$ and $y$ of degree $\leq 10$. Specify a basis of $V$ and compute $\dim V$.

3. Let $V$ be the space of polynomials in $x$ of degree $\leq 5$, satisfying $p(-1) = p(0) = p(1) = 0$. Find a basis of $V$ and give its dimension.

4. Using Euler’s formula
   \begin{equation}
   e^{it} = \cos t + i \sin t,
   \end{equation}
   show that $\{e^{it}, e^{-it}\}$ and $\{\cos t, \sin t\}$ are both bases for the same vector space over $\mathbb{C}$. (See the end of §25 for a proof of Euler’s formula.)

5. Denote the space of $m \times n$ matrices with entries in $\mathbb{F}$ (as in (2.4)) by
   \begin{equation}
   M(m \times n, \mathbb{F}).
   \end{equation}
   If $m = n$, denote it by
   \begin{equation}
   M(n, \mathbb{F}).
   \end{equation}
   Show that
   \[
   \dim M(m \times n, \mathbb{F}) = mn,
   \]
   especially
   \[
   \dim M(n, \mathbb{F}) = n^2.
   \]

6. If $V$ and $W$ are finite dimensional vector spaces, $n = \dim V$, $m = \dim W$, what is $\dim \mathcal{L}(V, W)$?

Let $V$ be a finite dimensional vector space, with linear subspaces $W$ and $X$. Recall the conditions under which $V = W + X$ or $V = W \oplus X$, from §1. Let $\{w_1, \ldots, w_k\}$ be a basis of $W$ and $\{x_1, \ldots, x_\ell\}$ a basis of $X$.

7. Show that
   \[
   V = W + X \iff \{w_1, \ldots, w_k, x_1, \ldots, x_\ell\} \text{ spans } V
   \]
   \[
   V = W \oplus X \iff \{w_1, \ldots, w_k, x_1, \ldots, x_\ell\} \text{ is a basis of } V.
   \]

8. Show that
   \[
   V = W + X \implies \dim W + \dim X \geq \dim V,
   \]
   \[
   V = W \oplus X \iff W \cap X = 0 \quad \text{and} \quad \dim W + \dim X = \dim V.
   \]

9. Produce variants of Exercises 7–8 involving $V = W_1 + \cdots + W_m$ and $V = W_1 \oplus \cdots \oplus W_m$, as in (1.19)–(1.20).
4. Matrix representation of a linear transformation

We show how a linear transformation

\[ T : V \rightarrow W \]  

has a representation as an \( m \times n \) matrix, with respect to a basis \( S = \{v_1, \ldots, v_n\} \) of \( V \) and a basis \( \Sigma = \{w_1, \ldots, w_m\} \) of \( W \). Namely, define \( a_{ij} \) by

\[ T v_j = \sum_{i=1}^{m} a_{ij} w_i, \quad 1 \leq j \leq n. \]

The matrix representation of \( T \) with respect to these bases is then

\begin{equation}
A = \begin{pmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & \ddots & \vdots \\
a_{m1} & \cdots & a_{mn}
\end{pmatrix}
\end{equation}

Note that the \( j \)th column of \( A \) consists of the coefficients of \( T v_j \), when this is written as a linear combination of \( w_1, \ldots, w_m \). Compare (2.19).

If we want to record the dependence on the bases \( S \) and \( \Sigma \), we can write

\[ A = \mathcal{M}_S^\Sigma(T). \]

Equivalently given the isomorphism \( J_S : \mathbb{F}^n \rightarrow V \) as in (3.2)–(3.3) (with \( n \) instead of \( k \)) and its counterpart \( J_\Sigma : \mathbb{F}^m \rightarrow W \), we have

\begin{equation}
A = \mathcal{M}_S^\Sigma(T) = J_\Sigma^{-1} T J_S : \mathbb{F}^n \rightarrow \mathbb{F}^m,
\end{equation}

naturally identified with the matrix \( A \) as in (2.3)–(2.4).

The definition of matrix multiplication is set up precisely so that, if \( X \) is a vector space with basis \( \Gamma = \{x_1, \ldots, x_k\} \) and \( U : X \rightarrow V \) is linear, then \( TU : X \rightarrow W \) has matrix representation

\[ \mathcal{M}_\Gamma^\Sigma(TU) = AB, \quad B = \mathcal{M}_\Gamma^S(U). \]

Indeed, if we complement (4.4A) with

\[ B = J_S^{-1} U J_\Gamma = \mathcal{M}_\Gamma^S(U), \]

we have

\[ AB = J_\Sigma^{-1}(TU) J_\Gamma. \]

As for the representation of \( AB \) as a matrix product, see the discussion around (2.15)–(2.20).
For example, if
\[ T : V \rightarrow V, \]
and we use the basis \( S \) of \( V \) as above, we have an \( n \times n \) matrix \( M^S_S(T) \). If we pick another basis \( \tilde{S} = \{ \tilde{v}_1, \ldots, \tilde{v}_n \} \) of \( V \), it follows from (4.5) that
\[ M^\tilde{S}_{\tilde{S}}(T) = M^S_S(I)M^\tilde{S}_S(T)M^S_S(I). \]
Here
\[ M^\tilde{S}_S(I) = J^{-1}_{\tilde{S}}J_S = C = (c_{ij}), \]
where
\[ \tilde{v}_j = \sum_{i=1}^{n} c_{ij}v_i, \quad 1 \leq j \leq n, \]
and we see (via (4.5)) that
\[ M_{\tilde{S}}^S(I) = J^{-1}_{\tilde{S}}J_S = C^{-1}. \]
To rewrite (4.7), we can say that if \( A \) is the matrix representation of \( T \) with respect to the basis \( S \) and \( \tilde{A} \) the matrix representation of \( T \) with respect to the basis \( \tilde{S} \), then
\[ \tilde{A} = C^{-1}AC. \]

**Remark.** We say that \( n \times n \) matrices \( A \) and \( \tilde{A} \), related as in (4.11), are similar.

**Example.** Consider the linear transformation
\[ D : P_2 \rightarrow P_2, \quad Df(x) = f'(x). \]
With respect to the basis
\[ v_1 = 1, \quad v_2 = x, \quad v_3 = x^2, \]
\( D \) has the matrix representation
\[ A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}, \]
since \( Dv_1 = 0, \ Dv_2 = v_1, \) and \( Dv_3 = 2v_2 \). With respect to the basis
\[ \tilde{v}_1 = 1, \quad \tilde{v}_2 = 1 + x, \quad \tilde{v}_3 = 1 + x + x^2, \]
\( D \) has the matrix representation
\[ \tilde{A} = \begin{pmatrix} 0 & 1 & -1 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{pmatrix}, \]
since \( D\tilde{v}_1 = 0, \ D\tilde{v}_2 = \tilde{v}_1, \) and \( D\tilde{v}_3 = 1 + 2x = 2\tilde{v}_2 - \tilde{v}_1 \). The reader is invited to verify (4.11) for this example.
Exercises

1. Consider $T : \mathcal{P}_2 \to \mathcal{P}_2$, given by $T p(x) = x^{-1} \int_0^x p(y) \, dy$. Compute the matrix representation $B$ of $T$ with respect to the basis (4.13). Compute $AB$ and $BA$, with $A$ given by (4.14).

2. In the setting of Exercise 1, compute $DT$ and $TD$ on $\mathcal{P}_2$ and compare their matrix representations, with respect to the basis (4.13), with $AB$ and $BA$.

3. In the setting of Exercise 1, take $a \in \mathbb{R}$ and define

$$T_a p(x) = \frac{1}{x-a} \int_a^x p(y) \, dy, \quad T_a : \mathcal{P}_2 \to \mathcal{P}_2.$$  

Compute the matrix representation of $T_a$ with respect to the basis (4.13).

4. Compute the matrix representation of $T_a$, given by (4.17), with respect to the basis of $\mathcal{P}_2$ given in (4.15).

5. Let $A : \mathbb{C}^2 \to \mathbb{C}^2$ be given by

$$A = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}$$

(with respect to the standard basis). Find a basis of $\mathbb{C}^2$ with respect to which the matrix representation of $A$ is

$$\tilde{A} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.$$  

6. Let $V = \{ a \cos t + b \sin t : a, b \in \mathbb{C} \}$, and consider

$$D = \frac{d}{dt} : V \to V.$$  

Compute the matrix representation of $D$ with respect to the basis $\{ \cos t, \sin t \}$. (See Exercise 4 of §3.)

7. In the setting of Exercise 6, compute the matrix representation of $D$ with respect to the basis $\{ e^{it}, e^{-it} \}$. (See Exercise 4 of §3.)
5. Determinants and invertibility

Determinants arise in the study of inverting a matrix. To take the $2 \times 2$ case, solving for $x$ and $y$ the system

\begin{align}
ax + by &= u, \\
ecx + dy &= v
\end{align}

(5.1)

can be done by multiplying these equations by $d$ and $b$, respectively, and subtracting, and by multiplying them by $c$ and $a$, respectively, and subtracting, yielding

\begin{align}
(ad - bc)x &= du - bv, \\
(ad - bc)y &= av - cu.
\end{align}

(5.2)

The factor on the left is

\begin{align}
\det \begin{pmatrix} a & b \\ c & d \end{pmatrix} &= ad - bc,
\end{align}

(5.3)

and solving (5.2) for $x$ and $y$ leads to

\begin{align}
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \implies A^{-1} = \frac{1}{\det A} \begin{pmatrix} d & -b \\ -c & a \end{pmatrix},
\end{align}

(5.4)

provided $\det A \neq 0$.

We now consider determinants of $n \times n$ matrices. Let $M(n, F)$ denote the set of $n \times n$ matrices with entries in $F = \mathbb{R}$ or $\mathbb{C}$. We write

\begin{align}
A = \begin{pmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{pmatrix} = (a_1, \ldots, a_n),
\end{align}

(5.5)

where

\begin{align}
a_j = \begin{pmatrix} a_{1j} \\ \vdots \\ a_{nj} \end{pmatrix}
\end{align}

(5.6)

is the $j$th column of $A$. The determinant is defined as follows.

**Proposition 5.1.** There is a unique function

\begin{align}
\vartheta : M(n, F) \longrightarrow F,
\end{align}

(5.7)

satisfying the following three properties:
(a) \( \vartheta \) is linear in each column \( a_j \) of \( A \),
(b) \( \vartheta(\tilde{A}) = -\vartheta(A) \) if \( \tilde{A} \) is obtained from \( A \) by interchanging two columns,
(c) \( \vartheta(I) = 1 \).

This defines the determinant:

\[
(5.8) \quad \vartheta(A) = \det A.
\]

If (c) is replaced by

(c') \( \vartheta(I) = r \),

then

\[
(5.9) \quad \vartheta(A) = r \det A.
\]

The proof will involve constructing an explicit formula for \( \det A \) by following the rules (a)–(c). We start with the case \( n = 3 \). We have

\[
(5.10) \quad \det A = \sum_{j=1}^{3} a_{j1} \det(e_j, a_2, a_3),
\]

by applying (a) to the first column of \( A \), \( a_1 = \sum_j a_{j1}e_j \). Here and below, \( \{e_j : 1 \leq j \leq n\} \) denotes the standard basis of \( \mathbb{F}^n \), so \( e_j \) has a 1 in the \( j \)th slot and 0s elsewhere. Applying (a) to the second and third columns gives

\[
(5.11) \quad \det A = \sum_{j,k=1}^{3} a_{j1}a_{k2} \det(e_j, e_k, a_3) = \sum_{j,k,\ell=1}^{3} a_{j1}a_{k2}a_{\ell3} \det(e_j, e_k, e_\ell).
\]

This is a sum of 27 terms, but most of them are 0. Note that rule (b) implies

\[
(5.12) \quad \det B = 0 \ \text{whenever} \ B \ \text{has two identical columns}.
\]

Hence \( \det(e_j, e_k, e_\ell) = 0 \) unless \( j, k, \) and \( \ell \) are distinct, that is, unless \( (j, k, \ell) \) is a permutation of \( (1, 2, 3) \). Now rule (c) says

\[
(5.13) \quad \det(e_1, e_2, e_3) = 1,
\]
and we see from rule (b) that \( \det(e_j, e_k, e_\ell) = 1 \) if one can convert \((e_j, e_k, e_\ell)\) to \((e_1, e_2, e_3)\) by an even number of column interchanges, and \( \det(e_j, e_k, e_\ell) = -1 \) if it takes an odd number of interchanges. Explicitly,

\[
\begin{align*}
\det(e_1, e_2, e_3) &= 1, \\
\det(e_2, e_3, e_1) &= 1, \\
\det(e_3, e_1, e_2) &= 1.
\end{align*}
\]

Consequently (5.11) yields

\[
\det A = a_{11}a_{22}a_{33} - a_{11}a_{32}a_{23} + a_{21}a_{32}a_{13} - a_{12}a_{21}a_{33} + a_{21}a_{31}a_{23} - a_{13}a_{21}a_{32}.
\]

Note that the second indices occur in \((1, 2, 3)\) order in each product. We can rearrange these products so that the first indices occur in \((1, 2, 3)\) order:

\[
\det A = a_{11}a_{22}a_{33} - a_{11}a_{23}a_{32} + a_{13}a_{21}a_{32} - a_{12}a_{21}a_{33} + a_{12}a_{32}a_{31} - a_{13}a_{22}a_{31}.
\]

In connection with (5.16), we mention one convenient method to compute \(3 \times 3\) determinants. Given \(A \in M\(3, \mathbb{F}\)\), form a \(3 \times 5\) rectangular matrix by copying the first two columns of \(A\) on the right. The products in (5.16) with plus signs are the products of each of the three downward sloping diagonals marked in bold below:

\[
\begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{11} & a_{12} \\
a_{21} & a_{22} & a_{23} & a_{21} & a_{22} \\
a_{31} & a_{32} & a_{33} & a_{31} & a_{32}
\end{pmatrix}.
\]

The products in (5.16) with a minus sign are the products of each of the three upward sloping diagonals marked in bold below:

\[
\begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{11} & a_{12} \\
a_{21} & a_{22} & a_{23} & a_{21} & a_{22} \\
a_{31} & a_{32} & a_{33} & a_{31} & a_{32}
\end{pmatrix}.
\]

This method can be regarded as an analogue of the method of computing \(2 \times 2\) determinants given in (5.3). However, there is not a straightforward extension of this method to larger determinants.

We now tackle the case of general \(n\). Parallel to (5.10)–(5.11), we have

\[
\det A = \sum_j a_{j1} \det(e_j, a_2, \ldots, a_n) = \cdots
\]

\[
= \sum_{j_1, \ldots, j_n} a_{j_1} \cdots a_{j_n} \det(e_{j_1}, \ldots, e_{j_n}).
\]
by applying rule (a) to each of the \( n \) columns of \( A \). As before, (5.12) implies \( \det(e_{j_1}, \ldots, e_{j_n}) = 0 \) unless \((j_1, \ldots, j_n)\) are all distinct, that is, unless \((j_1, \ldots, j_n)\) is a permutation of the set \((1, 2, \ldots, n)\). We set

\[
(5.18) \quad S_n = \text{set of permutations of } (1, 2, \ldots, n).
\]

That is, \( S_n \) consists of elements \( \sigma \), mapping the set \( \{1, \ldots, n\} \) to itself,

\[
(5.19) \quad \sigma : \{1, 2, \ldots, n\} \longrightarrow \{1, 2, \ldots, n\},
\]

that are one-to-one and onto. We can compose two such permutations, obtaining the product \( \sigma \tau \in S_n \), given \( \sigma \) and \( \tau \) in \( S_n \). A permutation that interchanges just two elements of \( \{1, \ldots, n\} \), say \( j \) and \( k \) (\( j \neq k \)), is called a transposition, and labeled \((jk)\). It is easy to see that each permutation of \( \{1, \ldots, n\} \) can be achieved by successively transposing pairs of elements of this set. That is, each element \( \sigma \in S_n \) is a product of transpositions. We claim that

\[
(5.20) \quad \det(e_{\sigma(1)}, \ldots, e_{\sigma(n)}) = (\text{sgn } \sigma) \det(e_1, \ldots, e_n) = \text{sgn } \sigma,
\]

where

\[
(5.21) \quad \text{sgn } \sigma = 1 \quad \text{if } \sigma \text{ is a product of an even number of transpositions,}
\]

\[
-1 \quad \text{if } \sigma \text{ is a product of an odd number of transpositions.}
\]

In fact, the first identity in (5.20) follows from rule (b) and the second identity from rule (c).

There is one point to be checked here. Namely, we claim that a given \( \sigma \in S_n \) cannot simultaneously be written as a product of an even number of transpositions and an odd number of transpositions. If \( \sigma \) could be so written, \( \text{sgn } \sigma \) would not be well defined, and it would be impossible to satisfy condition (b), so Proposition 5.1 would fail. One neat way to see that \( \text{sgn } \sigma \) is well defined is the following. Let \( \sigma \in S_n \) act on functions of \( n \) variables by

\[
(5.22) \quad (\sigma f)(x_1, \ldots, x_n) = f(x_{\sigma(1)}, \ldots, x_{\sigma(n)}).
\]

It is readily verified that if also \( \tau \in S_n \),

\[
(5.23) \quad g = \sigma f \implies \tau g = (\tau \sigma)f.
\]

Now, let \( P \) be the polynomial

\[
(5.24) \quad P(x_1, \ldots, x_n) = \prod_{1 \leq j < k \leq n} (x_j - x_k).
\]
One readily has

\[ (\sigma P)(x) = -P(x), \quad \text{whenever } \sigma \text{ is a transposition}, \]

and hence, by (5.23),

\[ (\sigma P)(x) = (\text{sgn } \sigma)P(x), \quad \forall \sigma \in S_n, \]

and \( \text{sgn } \sigma \) is well defined.

The proof of (5.20) is complete, and substitution into (5.17) yields the formula

\[ \det A = \sum_{\sigma \in S_n} (\text{sgn } \sigma)a_{\sigma(1)} \cdots a_{\sigma(n)}. \]

It is routine to check that this satisfies the properties (a)–(c). Regarding (b), note that if \( \vartheta(A) \) denotes the right side of (5.27) and \( \tilde{A} \) is obtained from \( A \) by applying a permutation \( \tau \) to the columns of \( A \), so \( \tilde{A} = (a_{\tau(1)}, \ldots, a_{\tau(n)}) \), then

\[
\begin{align*}
\vartheta(\tilde{A}) &= \sum_{\sigma \in S_n} (\text{sgn } \sigma)a_{\sigma(1)\tau(1)} \cdots a_{\sigma(n)\tau(n)} \\
&= \sum_{\sigma \in S_n} (\text{sgn } \sigma)a_{\sigma^{-1}(1)1} \cdots a_{\sigma^{-1}(n)n} \\
&= \sum_{\omega \in S_n} (\text{sgn } \omega) a_{\omega(1)1} \cdots a_{\omega(n)n} \\
&= (\text{sgn } \tau) \vartheta(A),
\end{align*}
\]

the last identity because

\[ \text{sgn } \omega \tau = (\text{sgn } \omega)(\text{sgn } \tau), \quad \forall \omega, \tau \in S_n. \]

As for the final part of Proposition 5.1, if (c) is replaced by (c'), then (5.20) is replaced by

\[ \vartheta(e_{\sigma(1)}, \ldots, e_{\sigma(n)}) = r(\text{sgn } \sigma), \]

and (5.9) follows.

\textbf{Remark.} Some authors take (5.27) as a definition of the determinant. Our perspective is that, while (5.27) is a useful formula for the determinant, it is a bad definition, which has perhaps led to a bit of fear and loathing among math students.
Remark. Here is another formula for $\text{sgn} \sigma$, which the reader is invited to verify. If $\sigma \in S_n$, 
\[ \text{sgn} \sigma = (-1)^{\kappa(\sigma)}, \]
where 
\[ \kappa(\sigma) = \text{number of pairs } (j, k) \text{ such that } 1 \leq j < k \leq n, \]
but $\sigma(j) > \sigma(k)$.

Note that
\[ (5.29) \quad a_{\sigma(1)} \cdots a_{\sigma(n)n} = a_{1\tau(1)} \cdots a_{n\tau(n)}, \quad \text{with } \tau = \sigma^{-1}, \]
and $\text{sgn} \sigma = \text{sgn} \sigma^{-1}$, so, parallel to (5.16), we also have
\[ (5.30) \quad \det A = \sum_{\sigma \in S_n} (\text{sgn} \sigma) a_{1\sigma(1)} \cdots a_{n\sigma(n)}. \]
Comparison with (5.27) gives
\[ (5.31) \quad \det A = \det A^t, \]
where $A = (a_{jk}) \Rightarrow A^t = (a_{kj})$. Note that the $j$th column of $A^t$ has the same entries as the $j$th row of $A$. In light of this, we have:

**Corollary 5.2.** In Proposition 5.1, one can replace “columns” by “rows.”

The following is a key property of the determinant.

**Proposition 5.3.** Given $A$ and $B$ in $M(n, \mathbb{F})$,
\[ (5.32) \quad \det(AB) = (\det A)(\det B). \]

**Proof.** For fixed $A$, apply Proposition 5.1 to
\[ (5.33) \quad \vartheta_1(B) = \det(AB). \]
If $B = (b_1, \ldots, b_n)$, with $j$th column $b_j$, then
\[ (5.34) \quad AB = (Ab_1, \ldots, Ab_n). \]
Clearly rule (a) holds for $\vartheta_1$. Also, if $\widetilde{B} = (b_{\sigma(1)}, \ldots, b_{\sigma(n)})$ is obtained from $B$ by permuting its columns, then $A\widetilde{B}$ has columns $(Ab_{\sigma(1)}, \ldots, Ab_{\sigma(n)})$, obtained by permuting the columns of $AB$ in the same fashion. Hence rule (b) holds for $\vartheta_1$. Finally, rule (c') holds for $\vartheta_1$, with $r = \det A$, and (5.32) follows.
Corollary 5.4. If $A \in M(n, \mathbb{F})$ is invertible, then $\det A \neq 0$.

Proof. If $A$ is invertible, there exists $B \in M(n, \mathbb{F})$ such that $AB = I$. Then, by (5.32), $(\det A)(\det B) = 1$, so $\det A \neq 0$.

The converse of Corollary 5.4 also holds. Before proving it, it is convenient to show that the determinant is invariant under a certain class of column operations, given as follows.

Proposition 5.5. If $\tilde{A}$ is obtained from $A = (a_1, \ldots, a_n) \in M(n, \mathbb{F})$ by adding $ca_\ell$ to $a_k$ for some $c \in \mathbb{F}$, $\ell \neq k$, then

\begin{equation}
\det \tilde{A} = \det A.
\end{equation}

Proof. By rule (a), $\det \tilde{A} = \det A + c \det A^b$, where $A^b$ is obtained from $A$ by replacing the column $a_k$ by $a_\ell$. Hence $A^b$ has two identical columns, so $\det A^b = 0$, and (5.35) holds.

We now extend Corollary 5.4.

Proposition 5.6. If $A \in M(n, \mathbb{F})$, then $A$ is invertible if and only if $\det A \neq 0$.

Proof. We have half of this from Corollary 5.4. To finish, assume $A$ is not invertible. As seen in §3, this implies the columns $a_1, \ldots, a_n$ of $A$ are linearly dependent. Hence, for some $k$,

\begin{equation}
a_k + \sum_{\ell \neq k} c_{\ell}a_\ell = 0,
\end{equation}

with $c_\ell \in \mathbb{F}$. Now we can apply Proposition 5.5 to obtain $\det A = \det \tilde{A}$, where $\tilde{A}$ is obtained by adding $\sum c_{\ell}a_\ell$ to $a_k$. But then the $k$th column of $\tilde{A}$ is 0, so $\det A = \det \tilde{A} = 0$. This finishes the proof of Proposition 5.6.

Having seen the usefulness of the operation we called a column operation in Proposition 5.5, let us pursue this, and list the following:

Column operations. For $A \in M(n, \mathbb{F})$, these include

(5.36A)

interchanging two columns of $A$,

factoring a scalar $c$ out of a column of $A$,

adding $c$ times the $\ell$th column of $A$ to the $k$th column of $A$ ($\ell \neq k$).
Of these operations, the first changes the sign of the determinant, by property (b) of Proposition 5.1, the second factors a \( c \) out of the determinant, by property (a) of Proposition 5.1, and the third leaves the determinant unchanged, by Proposition 5.5. In light of Proposition 5.2, the same can be said about the following:

**Row operations.** For \( A \in M(n, \mathbb{F}) \), these include

1. interchanging two rows of \( A \),
2. factoring a scalar \( c \) out of a row of \( A \),
3. adding \( c \) times the \( \ell \)th row of \( A \) to the \( k \)th row of \( A (\ell \neq k) \).

We illustrate the application of row operations to the following 3 \( \times \) 3 determinant:

\[
\begin{vmatrix}
0 & 3 & 5 \\
2 & 4 & 6 \\
3 & 5 & 8
\end{vmatrix} = -\det
\begin{vmatrix}
2 & 4 & 6 \\
0 & 3 & 5 \\
3 & 5 & 8
\end{vmatrix}
= -2 \det
\begin{vmatrix}
1 & 2 & 3 \\
0 & 3 & 5 \\
3 & 5 & 8
\end{vmatrix}
= -2 \det
\begin{vmatrix}
1 & 2 & 3 \\
0 & 3 & 5 \\
0 & -1 & -1
\end{vmatrix}
.
\]

(5.36C)

From here, one can multiply the bottom row by 3 and add it to the middle row, to get

\[
-2 \det
\begin{vmatrix}
1 & 2 & 3 \\
0 & 0 & 2 \\
0 & -1 & -1
\end{vmatrix} = -2 \det
\begin{vmatrix}
1 & 2 & 3 \\
0 & 1 & 1 \\
0 & 0 & 2
\end{vmatrix},
\]

(5.36D)

where for the last identity we have interchanged the last two rows and multiplied one by \(-1\). The last matrix is an upper triangular matrix, and its determinant is equal to the product of its diagonal elements; see Exercise 5 below.

One can also use a sequence of row operations to construct the inverse of an invertible \( n \times n \) matrix. See Exercises 8–13 below for more on this. Row operations and column operations have further applications, including constructing a basis of the range \( \mathcal{R}(A) \), via column operations, and of the null space \( \mathcal{N}(A) \), via row operations, given \( A \in M(m \times n, \mathbb{F}) \). Material on this appears in Appendix B.

Further useful facts about determinants arise in the following exercises.
5. Determinants and invertibility

Exercises

1. Show that

\[
\begin{vmatrix}
1 & a_{12} & \cdots & a_{1n} \\
0 & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n2} & \cdots & a_{nn}
\end{vmatrix}
= \begin{vmatrix}
1 & 0 & \cdots & 0 \\
0 & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n2} & \cdots & a_{nn}
\end{vmatrix}
= \det A_{11}
\]

where \( A_{11} = (a_{jk})_{2 \leq j, k \leq n} \).

**Hint.** Do the first identity using Proposition 5.5. Then exploit uniqueness for \( \det \) on \( M(n-1, \mathbb{F}) \).

2. Deduce that \( \det(e_j, a_2, \ldots, a_n) = (-1)^{j-1} \det A_{1j} \) where \( A_{kj} \) is formed by deleting the \( k \)th column and the \( j \)th row from \( A \).

3. Deduce from the first sum in (5.17) that

\[
\det A = \sum_{j=1}^{n} (-1)^{j-1} a_{j1} \det A_{1j}.
\]

More generally, for any \( k \in \{1, \ldots, n\} \),

\[
\det A = \sum_{j=1}^{n} (-1)^{j-k} a_{jk} \det A_{kj}.
\]

This is called an expansion of \( \det A \) by minors, down the \( k \)th column.

4. Let \( c_{kj} = (-1)^{j-k} \det A_{kj} \). Show that

\[
\sum_{j=1}^{n} a_{j\ell} c_{kj} = 0, \quad \text{if} \quad \ell \neq k.
\]

Deduce from this and (5.39) that \( C = (c_{jk}) \) satisfies

\[
CA = (\det A)I.
\]

**Hint.** Reason as in Exercises 1–3 that the left side of (5.40) is equal to

\[
\det (a_1, \ldots, a_\ell, \ldots, a_\ell, \ldots, a_n),
\]
with $a_\ell$ in the $k$th column as well as in the $\ell$th column. The identity (5.41) is known as Cramer’s formula. Note how this generalizes (5.4).

5. Show that

\[
\det \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{22} & \cdots & a_{2n} \\ \vdots & & \ddots & \vdots \\ a_{nn} \\ \end{pmatrix} = a_{11}a_{22}\cdots a_{nn}.
\]

*Hint.* Use (5.37) and induction. *Alternative:* Use (5.27). Show that $\sigma \in S_n$, $\sigma(k) \leq k \forall k \Rightarrow \sigma(k) \equiv k$.

The next two exercises deal with the determinant of a linear transformation. Let $V$ be an $n$-dimensional vector space, and

\[
T : V \to V
\]
a linear transformation. We would like to define

\[
\det T = \det A,
\]
where $A = M^S_S(T)$ for some basis $S = \{v_1, \ldots, v_n\}$ of $V$.

6. Suppose $\tilde{S} = \{\tilde{v}_1, \ldots, \tilde{v}_n\}$ is another basis of $V$. Show that

\[
\det A = \det \tilde{A},
\]
where $\tilde{A} = M^S_{\tilde{S}}(T)$. Hence (5.44) defines $\det T$, independently of the choice of basis of $V$.

*Hint.* Use (4.11) and (5.32).

7. If also $U \in \mathcal{L}(V)$, show that

\[
\det(UT) = (\det U)(\det T).
\]

### Row reduction, matrix products, and Gaussian elimination

In Exercises 8–13, we consider the following three types of row operations on an $n \times n$ matrix $A = (a_{jk})$. If $\sigma$ is a permutation of $\{1, \ldots, n\}$, let

\[
\rho_\sigma(A) = (a_{\sigma(j)k}).
\]
If \( c = (c_1, \ldots, c_n) \), and all \( c_j \) are nonzero, set

\[
\mu_c(A) = (c_j^{-1}a_{jk}).
\]

Finally, if \( c \in \mathbb{F} \) and \( \mu \neq \nu \), define

\[
\epsilon_{\mu \nu c}(A) = (b_{jk}), \quad b_{\nu k} = a_{\nu k} - ca_{\mu k}, \quad b_{jk} = a_{jk} \quad \text{for} \quad j \neq \nu.
\]

These row operations were introduced in (5.36B), and their usefulness for computing determinants was illustrated in (5.36C)-(5.36D). Here we study further properties of these row operations, and their use in inverting an \( n \times n \) matrix.

To begin, we want to relate these row operations to left multiplication by matrices \( P_\sigma, M_c, \) and \( E_{\mu \nu c} \), defined by the following actions on the standard basis \( \{e_1, \ldots, e_n\} \) of \( \mathbb{F}^n \):

\[
P_\sigma e_j = e_{\sigma(j)}, \quad M_c e_j = c_j e_j,
\]
and

\[
E_{\mu \nu c} e_\mu = e_\mu + ce_\nu, \quad E_{\mu \nu c} e_j = e_j \quad \text{for} \quad j \neq \mu.
\]

These relations are established in the following exercises.

8. Show that

\[
A = P_\sigma \rho_\sigma(A), \quad A = M_c \mu_c(A), \quad A = E_{\mu \nu c} \epsilon_{\mu \nu c}(A).
\]

9. Show that \( P_\sigma^{-1} = P_{\sigma^{-1}} \).

10. Show that, if \( \mu \neq \nu \), then \( E_{\mu \nu c} = P_\sigma^{-1}E_{21c}P_\sigma \), for some permutation \( \sigma \).

11. If \( B = \rho_\sigma(A) \) and \( C = \mu_c(B) \), show that \( A = P_\sigma M_c C \). Generalize this to other cases where a matrix \( C \) is obtained from a matrix \( A \) via a sequence of row operations.

12. If \( A \) is an invertible \( n \times n \) matrix, with entries in \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \) (we write \( A \in \text{Gl}(n, \mathbb{F}) \)), then the rows of \( A \) form a basis of \( \mathbb{F}^n \). Use this to show that \( A \) can be transformed to the identity matrix via a sequence of row operations. Deduce that any \( A \in \text{Gl}(n, \mathbb{F}) \) can be written as a finite product of matrices of the form \( P_\sigma, M_c \) and \( E_{\mu \nu c} \).
13. Suppose $A$ is an invertible $n \times n$ matrix, and a sequence of row operations is applied to $A$, transforming it to the identity matrix $I$. Show that the same sequence of row operations, applied to $I$, transforms it to $A^{-1}$. This method of constructing $A^{-1}$ is called the method of Gaussian elimination.

**Example.** We take a $2 \times 2$ matrix $A$, write $A$ and $I$ side by side, and perform the same sequence of row operations on each of these two matrices, obtaining finally $I$ and $A^{-1}$ side by side.

\[
A = \begin{pmatrix} 1 & 2 \\ 1 & 3 \end{pmatrix} \quad \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \quad \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} \quad \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \begin{pmatrix} 3 & -2 \\ -1 & 1 \end{pmatrix} = A^{-1}.
\]

**Hint.** Turning around (5.50), we have

(5.51) $\rho_\sigma(A) = P_{\sigma^{-1}}A$, $\mu_c(A) = M_{\epsilon^{-1}}A$, $\kappa_{\mu\nu c}(A) = E_{\mu\nu c}A$.

Thus applying a sequence of row operations to $A$ yields

(5.52) $S_k^{-1} \cdots S_1^{-1}A$,

where each $S_j$ is of the form (5.48) or (5.49). If (5.52) is the identity matrix, then

(5.53) $A^{-1} = S_k^{-1} \cdots S_1^{-1}$.

**Remark.** The method of Gaussian elimination is computationally superior to the use of Cramer’s formula (5.41) for computing matrix inverses, though Cramer’s formula has theoretical interest.

A related issue is that, for computing determinants of $n \times n$ matrices, for $n \geq 3$, it is computationally superior to utilize a sequence of column operations, applying rules (a) and (b) and Proposition 5.5 (and/or the corresponding row operations), rather than directly using the formula (5.27), which contains $n!$ terms. This “Gaussian elimination” method of calculating $\det A$ gives, from (5.51)–(5.52),

(5.54) $\det A = (\det S_1) \cdots (\det S_k)$,
with

(5.55) \[ \det P_\sigma = \text{sgn} \sigma, \quad \det M_c = c_1 \cdots c_n, \quad \det E_{\mu
u} = 1. \]

### Denseness of $\text{GL}(n,F)$ in $M(n,F)$

Given $A \in M(n,F)$, we say $A$ belongs to $\text{GL}(n,F)$ provided $A$ is invertible. By Proposition 5.6, this invertibility holds if and only if $\det A \neq 0$.

We say a sequence $A_\nu$ of matrices in $M(n,F)$ converges to $A (A_\nu \to A)$ if and only if convergence holds for each entry: $(a_\nu)_{jk} \to a_{jk}$, for all $j, k \in \{1, \ldots, n\}$. The following is a useful result.

**Proposition 5.7.** For each $n$, $\text{GL}(n,F)$ is dense in $M(n,F)$. That is, given $A \in M(n,F)$, there exist $A_\nu \in \text{GL}(n,F)$ such that $A_\nu \to A$.

The following steps justify this.

14. Show that $\det : M(n,F) \to F$ is continuous, i.e., $A_\nu \to A$ implies that $\det(A_\nu) \to \det A$.
   *Hint.* $\det A$ is a polynomial in the entries of $A$.

15. Show that if $A \in M(n,F)$, $\delta > 0$, and $B$ is not invertible for all $B \in M(n,F)$ such that $|b_{jk} - a_{jk}| < \delta$, for all $j$ and $k$, then $\det : M(n,F) \to F$ vanishes for all such $B$.

16. Let $p : F^k \to F$ be a polynomial. Suppose there exists $w \in F$ and $\delta > 0$ such that

\[
\forall j \in \{1, \ldots, k\} \Rightarrow |w_j - z_j| < \delta \implies p(z) = 0.
\]

Show that $p(z)$ is identically zero, for all $z \in F^k$.
   *Hint.* Take $q(z) = p(w + z)$, so $q(z) = 0$ provided $|z_j| < \delta$ for all $j$.

17. Using the results of Exercises 14–16, prove Proposition 5.7.

### Vandermonde determinant

For $n \geq 2$, the Vandermonde determinant is defined by

(5.56) \[ V_n(x_1, \ldots, x_n) = \det \begin{pmatrix} 1 & 1 & \cdots & 1 \\ x_1 & x_2 & \cdots & x_n \\ \vdots & \vdots & & \vdots \\ x_1^{n-1} & x_2^{n-1} & \cdots & x_n^{n-1} \end{pmatrix}. \]
We claim that

\[(5.57) \quad V_n(x_1, \ldots, x_n) = \prod_{1 \leq j < k \leq n} (x_k - x_j),\]

which, up to a sign, coincides with (5.24). We can prove this by induction on \(n\), starting at \(n = 2\), where \(V_2(x_1, x_2) = x_2 - x_1\) is clear. To do the induction step, it is convenient to change notation, and consider

\[(5.58) \quad P(z) = V_n(a_1, \ldots, a_{n-1}, z) = \det \begin{pmatrix}
1 & 1 & \cdots & 1 \\
a_1 & a_2 & \cdots & z \\
\vdots & \vdots & \ddots & \vdots \\
 a_1^{n-1} & a_2^{n-1} & \cdots & z^{n-1}
\end{pmatrix},\]

which is a polynomial in \(z\) of degree \(n - 1\). Clearly \(P(a_j) = 0\) for each \(j\), so

\[(5.59) \quad P(z) = A_{n-1} \prod_{1 \leq j < n} (z - a_j),\]

where \(A_{n-1}\) is the coefficient of \(z^{n-1}\) in \(P(z)\). Expansion of the determinant in (5.58) by minors, down the \(n\)th column (cf. Exercise 3) yields

\[(5.60) \quad A_{n-1} = V_{n-1}(a_1, \ldots, a_{n-1}).\]

Reversion to the notation of (5.56) then gives

\[(5.61) \quad V_n(x_1, \ldots, x_n) = V_{n-1}(x_1, \ldots, x_{n-1}) \prod_{1 \leq j < n} (x_n - x_j),\]

which readily yields the inductive proof of (5.57).
6. Eigenvalues and eigenvectors

Let $T : V \to V$ be linear. If there is a nonzero $v \in V$ such that

$$Tv = \lambda_j v,$$

for some $\lambda_j \in \mathbb{F}$, we say $\lambda_j$ is an eigenvalue of $T$, and $v$ is an eigenvector. Let $\mathcal{E}(T, \lambda_j)$ denote the set of vectors $v \in V$ such that (6.1) holds. It is clear that $\mathcal{E}(T, \lambda_j)$ is a linear subspace of $V$ and

$$T : \mathcal{E}(T, \lambda_j) \to \mathcal{E}(T, \lambda_j).$$

The set of $\lambda_j \in \mathbb{F}$ such that $\mathcal{E}(T, \lambda_j) \neq 0$ is denoted $\text{Spec}(T)$. Clearly $\lambda_j \in \text{Spec}(T)$ if and only if $T - \lambda_j I$ is not injective, so, if $V$ is finite dimensional,

$$\lambda_j \in \text{Spec}(T) \iff \det(\lambda_j I - T) = 0.$$

We call $K_T(\lambda) = \det(\lambda I - T)$ the characteristic polynomial of $T$.

If $\mathbb{F} = \mathbb{C}$, we can use the fundamental theorem of algebra, which says every non-constant polynomial with complex coefficients has at least one complex root. (See Appendix A for a proof of this result.) This proves the following.

**Proposition 6.1.** If $V$ is a finite-dimensional complex vector space and $T \in \mathcal{L}(V)$, then $T$ has at least one eigenvector in $V$.

**Remark.** If $V$ is real and $K_T(\lambda)$ does have a real root $\lambda_j$, then there is a real $\lambda_j$-eigenvector.

Sometimes a linear transformation has only one eigenvector, up to a scalar multiple. Consider the transformation $A : \mathbb{C}^3 \to \mathbb{C}^3$ given by

$$A = \begin{pmatrix} 2 & 1 & 0 \\ 0 & 2 & 1 \\ 0 & 0 & 2 \end{pmatrix}.$$

We see that $\det(\lambda I - A) = (\lambda - 2)^3$, so $\lambda = 2$ is a triple root. It is clear that

$$\mathcal{E}(A, 2) = \text{Span}\{e_1\},$$

where $e_1 = (1, 0, 0)^t$ is the first standard basis vector of $\mathbb{C}^3$.

If one is given $T \in \mathcal{L}(V)$, it is of interest to know whether $V$ has a basis of eigenvectors of $T$. The following result is useful.
Proposition 6.2. Assume that the characteristic polynomial of $T \in \mathcal{L}(V)$ has $k$ distinct roots, $\lambda_1, \ldots, \lambda_k$, with eigenvectors $v_j \in \mathcal{E}(T, \lambda_j)$, $1 \leq j \leq k$. Then $\{v_1, \ldots, v_k\}$ is linearly independent. In particular, if $k = \dim V$, these vectors form a basis of $V$.

**Proof.** We argue by contradiction. If $\{v_1, \ldots, v_k\}$ is linearly dependent, take a minimal subset that is linearly dependent and (reordering if necessary) say this set is $\{v_1, \ldots, v_m\}$, with $Tv_j = \lambda_j v_j$, and

$$c_1 v_1 + \cdots + c_m v_m = 0,$$

with $c_j \neq 0$ for each $j \in \{1, \ldots, m\}$. Applying $T - \lambda_m I$ to (6.6) gives

$$c_1 (\lambda_1 - \lambda_m)v_1 + \cdots + c_{m-1}(\lambda_{m-1} - \lambda_m)v_{m-1} = 0,$$

a linear dependence relation on the smaller set $\{v_1, \ldots, v_{m-1}\}$. This contradiction proves the proposition.

Further information on when $T \in \mathcal{L}(V)$ yields a basis of eigenvectors, and on what one can say when it does not, will be given in the following sections.

---

**Exercises**

1. Compute the eigenvalues and eigenvectors of each of the following matrices.

$$\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}, \quad \begin{pmatrix} i & i \\ 0 & 1 \end{pmatrix}.$$

In which cases does $\mathbb{C}^2$ have a basis of eigenvectors?

2. Compute the eigenvalues and eigenvectors of each of the following matrices.

$$\begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -2 \\ -1 & 2 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 & 1 \\ 0 & -1 & 0 \\ 1 & 0 & 1 \end{pmatrix}.$$
3. Let $A \in M(n, \mathbb{C})$. We say $A$ is diagonalizable if and only if there exists an invertible $B \in M(n, \mathbb{C})$ such that $B^{-1}AB$ is diagonal:

$$B^{-1}AB = \begin{pmatrix} \lambda_1 & & \\ & \ddots & \\ & & \lambda_n \end{pmatrix}.$$ 

Show that $A$ is diagonalizable if and only if $\mathbb{C}^n$ has a basis of eigenvectors of $A$.
Recall from (4.11) that the matrices $A$ and $B^{-1}AB$ are said to be similar.

4. More generally, if $V$ is an $n$-dimensional complex vector space, we say $T \in \mathcal{L}(V)$ is diagonalisable if and only if there exists invertible $B : \mathbb{C}^n \to V$ such that $B^{-1}TB$ is diagonal, with respect to the standard basis of $\mathbb{C}^n$. Formulate and establish the natural analogue of Exercise 3.

5. In the setting of (6.1)–(6.2), given $S \in \mathcal{L}(V,V)$, show that $ST = TS \implies S : \mathcal{E}(T,\lambda_j) \to \mathcal{E}(T,\lambda_j)$.

6. Let $A \in M(n, \mathbb{C})$, and assume $A$ is not invertible, so $0 \in \text{Spec}(A)$. Show that there exists $\delta > 0$ such that if $\lambda \neq 0$ but $|\lambda| < \delta$, then $A - \lambda I$ is invertible. Use this to deduce that $G\ell(n, \mathbb{C})$ is dense in $M(n, \mathbb{C})$.
Similarly deduce that $G\ell(n, \mathbb{R})$ is dense in $M(n, \mathbb{R})$. Compare the proof of Proposition 5.7 indicated in §5.

7. Given $A \in M(n, \mathbb{C})$, let the roots of the characteristic polynomial of $A$ be $\{\lambda_1, \ldots, \lambda_n\}$, repeated according to multiplicity, so

$$\text{det}(\lambda I - A) = \prod_{k=1}^{n} (\lambda - \lambda_k).$$

Show that this is also given by

$$\text{det}(\lambda I - A) = \sum_{k=0}^{n} (-1)^k \sigma_k(\lambda_1, \ldots, \lambda_n) \lambda^{n-k},$$

where $\sigma_0(\lambda_1, \ldots, \lambda_n) = 1$, and, for $1 \leq k \leq n$,

$$\sigma_k(\lambda_1, \ldots, \lambda_n) = \sum_{1 \leq j_1 < \cdots < j_k \leq n} \lambda_{j_1} \cdots \lambda_{j_k}.$$ 

The polynomials $\sigma_k$ are called the elementary symmetric polynomials.
7. Generalized eigenvectors and the minimal polynomial

As we have seen, the matrix

\[
A = \begin{pmatrix}
2 & 1 & 0 \\
0 & 2 & 1 \\
0 & 0 & 2
\end{pmatrix}
\]

has only one eigenvalue, 2, and, up to a scalar multiple, just one eigenvector, \(e_1\). However, we have

\[
(A - 2I)^2 e_2 = 0, \quad (A - 2I)^3 e_3 = 0.
\]

Generally, if \(T \in \mathcal{L}(V)\), we say a nonzero \(v \in V\) is a generalized \(\lambda_j\)-eigenvector if there exists \(k \in \mathbb{N}\) such that

\[
(T - \lambda_j I)^k v = 0.
\]

We denote by \(\mathcal{GE}(T, \lambda_j)\) the set of vectors \(v \in V\) such that (7.3) holds, for some \(k\). It is clear that \(\mathcal{GE}(T, \lambda_j)\) is a linear subspace of \(V\) and

\[
T : \mathcal{GE}(T, \lambda_j) \longrightarrow \mathcal{GE}(T, \lambda_j).
\]

The following is a useful comment.

**Lemma 7.1.** For each \(\lambda_j \in \mathbb{F}\) such that \(\mathcal{GE}(T, \lambda_j) \neq 0\),

\[
T - \mu I : \mathcal{GE}(T, \lambda_j) \longrightarrow \mathcal{GE}(T, \lambda_j) \text{ is an isomorphism, } \forall \mu \neq \lambda_j.
\]

**Proof.** If \(T - \mu I\) is not an isomorphism in (7.5), then \(Tv = \mu v\) for some nonzero \(v \in \mathcal{GE}(T, \lambda_j)\). But then \((T - \lambda_j I)^k v = (\mu - \lambda_j)^k v\) for all \(k \in \mathbb{N}\), and hence this cannot ever be zero, unless \(\mu = \lambda_j\).

Note that if \(V\) is a finite-dimensional complex vector space, then each nonzero space appearing in (7.4) contains an eigenvector, by Proposition 6.1. Clearly the corresponding eigenvalue must be \(\lambda_j\). In particular, the set of \(\lambda_j\) for which \(\mathcal{GE}(T, \lambda_j)\) is nonzero coincides with \(\text{Spec}(T)\), as given in (6.3).

We intend to show that if \(V\) is a finite-dimensional complex vector space and \(T \in \mathcal{L}(V)\), then \(V\) is spanned by generalized eigenvectors of \(T\). One tool in this demonstration will be the construction of polynomials \(p(\lambda)\) such that \(p(T) = 0\). Here, if

\[
p(\lambda) = a_n\lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0,
\]

then

\[
p(T) = a_nT^n + a_{n-1}T^{n-1} + \cdots + a_1T + a_0I.
\]

Let us denote by \(\mathcal{P}\) the space of polynomials in \(\lambda\).
Lemma 7.2. If $V$ is finite dimensional and $T \in \mathcal{L}(V)$, then there exists a nonzero $p \in \mathcal{P}$ such that $p(T) = 0$.

**Proof.** If $\dim V = n$, then $\dim \mathcal{L}(V) = n^2$, so $\{I, T, \ldots, T^{n^2}\}$ is linearly dependent.

Let us set

\[ I_T = \{ p \in \mathcal{P} : p(T) = 0 \} \tag{7.8} \]

We see that $\mathcal{I} = I_T$ has the following properties:

\[ p, q \in \mathcal{I} \implies p + q \in \mathcal{I}, \quad p \in \mathcal{I}, \quad q \in \mathcal{P} \implies pq \in \mathcal{I} \tag{7.9} \]

A set $\mathcal{I} \subset \mathcal{P}$ satisfying (7.9) is called an *ideal*. Here is another construction of a class of ideals in $\mathcal{P}$. Given $\{p_1, \ldots, p_k\} \subset \mathcal{P}$, set

\[ I(p_1, \ldots, p_k) = \{ p_1q_1 + \cdots + p_kq_k : q_j \in \mathcal{P} \} \tag{7.10} \]

We will find it very useful to know that all nonzero ideals in $\mathcal{P}$, including $I_T$, have the following property.

**Lemma 7.3.** Let $\mathcal{I} \subset \mathcal{P}$ be a nonzero ideal, and let $p_1 \in \mathcal{I}$ have minimal degree amongst all nonzero elements of $\mathcal{I}$. Then

\[ \mathcal{I} = I(p_1). \tag{7.11} \]

**Proof.** Take any $p \in \mathcal{I}$. We divide $p_1(\lambda)$ into $p(\lambda)$ and take the remainder, obtaining

\[ p(\lambda) = q(\lambda)p_1(\lambda) + r(\lambda). \]

Here $q, r \in \mathcal{P}$, hence $r \in \mathcal{I}$. Also $r(\lambda)$ has degree less than the degree of $p_1(\lambda)$, so by minimality we have $r \equiv 0$. This shows $p \in I(p_1)$, and we have (7.11).

Applying this to $I_T$, we denote by $m_T(\lambda)$ the polynomial of smallest degree in $I_T$ (having leading coefficient 1), and say

\[ m_T(\lambda) \text{ is the minimal polynomial of } T. \tag{7.12} \]

Thus every $p \in \mathcal{P}$ such that $p(T) = 0$ is a multiple of $m_T(\lambda)$.
Assuming $V$ is a complex vector space of dimension $n$, we can apply the fundamental theorem of algebra to write

$$m_T(\lambda) = \prod_{j=1}^{K} (\lambda - \lambda_j)^{k_j},$$

with distinct roots $\lambda_1, \ldots, \lambda_K$. The following polynomials will also play a role in our study of the generalized eigenspaces of $T$. For each $\ell \in \{1, \ldots, K\}$, set

$$p_\ell(\lambda) = \prod_{j \neq \ell} (\lambda - \lambda_j)^{k_j} = \frac{m_T(\lambda)}{(\lambda - \lambda_\ell)^{k_\ell}}.$$ 

We have the following useful result.

**Proposition 7.4.** If $V$ is an $n$-dimensional complex vector space and $T \in \mathcal{L}(V)$, then, for each $\ell \in \{1, \ldots, K\}$,

$$GE(T, \lambda_\ell) = \mathcal{R}(p_\ell(T)).$$

**Proof.** Given $v \in V$,

$$(T - \lambda_\ell)^{k_\ell}p_\ell(T)v = m_T(T)v = 0,$$

so $p_\ell(T) : V \to GE(T, \lambda_\ell)$. Furthermore, each factor

$$(T - \lambda_j)^{k_j} : GE(T, \lambda_\ell) \to GE(T, \lambda_\ell), \quad j \neq \ell,$$

in $p_\ell(T)$ is an isomorphism, by Lemma 7.1, so $p_\ell(T) : GE(T, \lambda_\ell) \to GE(T, \lambda_\ell)$ is an isomorphism.

**Remark.** We hence see that each $\lambda_j$ appearing in (7.13) is an element of $\text{Spec} \, T$.

We now establish the following spanning property.

**Proposition 7.5.** If $V$ is an $n$-dimensional complex vector space and $T \in \mathcal{L}(V)$, then

$$V = GE(T, \lambda_1) + \cdots + GE(T, \lambda_K).$$

That is, each $v \in V$ can be written as $v = v_1 + \cdots + v_K$, with $v_j \in GE(T, \lambda_j)$. 
7. Generalized eigenvectors and the minimal polynomial

Proof. Let $m_T(\lambda)$ be the minimal polynomial of $T$, with the factorization (7.13), and define $p_\ell(\lambda)$ as in (7.14), for $\ell = 1, \ldots, K$. We claim that

(7.18) \[ I(p_1, \ldots, p_K) = P. \]

In fact we know from Lemma 7.3 that $I(p_1, \ldots, p_K) = I(p_0)$ for some $p_0 \in P$. Then any root of $p_0(\lambda)$ must be a root of each $p_\ell(\lambda)$, $1 \leq \ell \leq K$. But these polynomials are constructed so that no $\mu \in \mathbb{C}$ is a root of all $K$ of them. Hence $p_0(\lambda)$ has no root so (again by the fundamental theorem of algebra) it must be constant, i.e., $1 \in I(p_1, \ldots, p_K)$, which gives (7.18), and in particular we have that there exist $q_\ell \in P$ such that

(7.19) \[ p_1(\lambda)q_1(\lambda) + \cdots + p_K(\lambda)q_K(\lambda) = 1. \]

We use this as follows to write an arbitrary $v \in V$ as a linear combination of generalized eigenvectors. Replacing $\lambda$ by $T$ in (7.19) gives

(7.20) \[ p_1(T)q_1(T) + \cdots + p_K(T)q_K(T) = I. \]

Hence, for any given $v \in V$,

(7.21) \[ v = p_1(T)q_1(T)v + \cdots + p_K(T)q_K(T)v = v_1 + \cdots + v_K, \]

with $v_\ell = p_\ell(T)q_\ell(T)v \in G\mathcal{E}(T, \lambda_\ell)$, by Proposition 7.4.

We next produce a basis consisting of generalized eigenvectors.

Proposition 7.6. Under the hypotheses of Proposition 7.5, let $\mathcal{G}\mathcal{E}(T, \lambda_\ell)$, $1 \leq \ell \leq K$, denote the generalized eigenspaces of $T$ (with $\lambda_\ell$ mutually distinct), and let

(7.22) \[ S_\ell = \{v_{\ell,1}, \ldots, v_{\ell,d_\ell}\}, \quad d_\ell = \dim \mathcal{G}\mathcal{E}(T, \lambda_\ell), \]

be a basis of $\mathcal{G}\mathcal{E}(T, \lambda_\ell)$. Then

(7.23) \[ S = S_1 \cup \cdots \cup S_K \]

is a basis of $V$.

Proof. It follows from Proposition 7.5 that $S$ spans $V$. We need to show that $S$ is linearly independent. To show this it suffices to show that if $w_\ell$ are nonzero elements of $\mathcal{G}\mathcal{E}(T, \lambda_\ell)$, then no nontrivial linear combination can vanish. The demonstration of this is just slightly more elaborate than the corresponding argument in Proposition 6.2. If there exist such linearly
dependent sets, take one with a minimal number of elements, and rearrange \( \{ \lambda_\ell \} \), to write it as \( \{ w_1, \ldots, w_m \} \), so we have

\[
(7.24) \quad c_1 w_1 + \cdots + c_m w_m = 0,
\]

and \( c_j \neq 0 \) for each \( j \in \{ 1, \ldots, m \} \). As seen in Lemma 7.1,

\[
(7.25) \quad T - \mu I : \mathcal{GE}(T, \lambda_\ell) \longrightarrow \mathcal{GE}(T, \lambda_\ell) \text{ is an isomorphism, } \forall \mu \neq \lambda_\ell.
\]

Take \( k \in \mathbb{N} \) so large that \((T - \lambda_m I)^k \) annihilates each element of the basis \( S_m \) of \( \mathcal{GE}(T, \lambda_m) \), and apply \((T - \lambda_m I)^k \) to (7.24). Given (7.25), we will obtain a non-trivial linear dependence relation involving \( m - 1 \) terms, a contradiction, so the purported linear dependence relation cannot exist. This proves Proposition 7.6.

**Example.** Let us consider \( A : \mathbb{C}^3 \rightarrow \mathbb{C}^3 \), given by

\[
(7.26) \quad A = \begin{pmatrix} 2 & 3 & 3 \\ 0 & 2 & 3 \\ 0 & 0 & 1 \end{pmatrix}.
\]

Then \( \text{Spec}(A) = \{ 2, 1 \} \), so \( m_A(\lambda) = (\lambda - 2)^a(\lambda - 1)^b \) for some positive integers \( a \) and \( b \). Computations give

\[
(7.27) \quad (A - 2I)(A - I) = \begin{pmatrix} 0 & 3 & 9 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (A - 2I)^2(A - I) = 0,
\]

hence \( m_A(\lambda) = (\lambda - 2)^2(\lambda - 1) \). Thus we have

\[
(7.28) \quad p_1(\lambda) = \lambda - 1, \quad p_2(\lambda) = (\lambda - 2)^2,
\]

using the ordering \( \lambda_1 = 2, \lambda_2 = 1 \). As for \( q_\ell(\lambda) \) such that (7.19) holds, a little trial and error gives \( q_1(\lambda) = -(\lambda - 3), \quad q_2(\lambda) = 1 \), i.e.,

\[
(7.29) \quad -(\lambda - 1)(\lambda - 3) + (\lambda - 2)^2 = 1.
\]

Note that

\[
(7.30) \quad A - I = \begin{pmatrix} 1 & 3 & 3 \\ 0 & 1 & 3 \\ 0 & 0 & 0 \end{pmatrix}, \quad (A - 2I)^2 = \begin{pmatrix} 0 & 0 & 6 \\ 0 & 0 & -3 \\ 0 & 0 & 1 \end{pmatrix}.
\]
Hence, by (7.15),
\begin{equation}
\mathcal{GE}(A, 2) = \text{Span} \left\{ \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \right\}, \quad \mathcal{GE}(A, 1) = \text{Span} \left\{ \begin{pmatrix} 6 \\ -3 \\ 1 \end{pmatrix} \right\}.
\end{equation}

Alternatively, in place of (7.15), we can use
\[ \mathcal{GE}(A, 2) = \mathcal{N}((A - 2I)^2), \quad \mathcal{GE}(A, 1) = \mathcal{N}(A - I), \]

together with the calculations of \( A - I \) and \( (A - 2I)^2 \) in (7.30) to recover (7.31). See Exercise 13 for a more general result.

**Remark.** In general, for \( A \in M(3, \mathbb{C}) \), there are the following three possibilities.

(I) \( A \) has 3 distinct eigenvalues, \( \lambda_1, \lambda_2, \lambda_3 \). Then \( \lambda_j \)-eigenvectors \( v_j, 1 \leq j \leq 3 \), span \( \mathbb{C}^3 \).

(II) \( A \) has 2 distinct eigenvalues, say \( \lambda_1 \) (single) and \( \lambda_2 \) (double). Then
\[ m_A(\lambda) = (\lambda - \lambda_1)(\lambda - \lambda_2)^k, \quad k = 1 \text{ or } 2. \]

Whatever the value of \( k \), \( p_2(\lambda) = \lambda - \lambda_1 \), and hence
\[ \mathcal{GE}(A, \lambda_2) = \mathcal{R}(A - \lambda_1 I), \]

which in turn is the span of the columns of \( A - \lambda_1 I \). We have
\[ \mathcal{GE}(A, \lambda_2) = \mathcal{E}(A, \lambda_2) \iff k = 1. \]

In any case, \( \mathbb{C}^3 = \mathcal{E}(A, \lambda_1) \oplus \mathcal{GE}(A, \lambda_2) \).

(III) \( A \) has a triple eigenvalue, \( \lambda_1 \). Then \( \text{Spec}(A - \lambda_1 I) = \{0\} \), and
\[ \mathcal{GE}(A, \lambda_1) = \mathbb{C}^3. \]

Compare results of the next section.

---

**Exercises**

1. Consider the matrices
\[ A_1 = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 2 & 0 \\ -1 & 0 & -1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & 2 & 0 \\ 3 & 1 & 3 \\ 0 & -2 & 1 \end{pmatrix}. \]
Compute the eigenvalues and eigenvectors of each $A_j$.

2. Find the minimal polynomial of $A_j$ and find a basis of generalized eigenvectors of $A_j$.

3. Consider the transformation $D : P_2 \to P_2$ given by (4.12). Find the eigenvalues and eigenvectors of $D$. Find the minimal polynomial of $D$ and find a basis of $P_2$ consisting of generalized eigenvectors of $D$.

4. Suppose $V$ is a finite dimensional complex vector space and $T : V \to V$. Show that $V$ has a basis of eigenvectors of $T$ if and only if all the roots of the minimal polynomial $m_T(\lambda)$ are simple.

5. In the setting of (7.3)–(7.4), given $S \in \mathcal{L}(V)$, show that
$$ST = TS \implies S : \mathcal{G}(T, \lambda_j) \to \mathcal{G}(T, \lambda_j).$$

6. Show that if $V$ is an $n$-dimensional complex vector space, $S, T \in \mathcal{L}(V)$, and $ST = TS$, then $V$ has a basis consisting of vectors that are simultaneously generalized eigenvectors of $T$ and of $S$.

   **Hint.** Apply Proposition 7.6 to $S : \mathcal{G}(T, \lambda_j) \to \mathcal{G}(T, \lambda_j)$.

7. Let $V$ be a complex $n$-dimensional vector space, and take $T \in \mathcal{L}(V)$, with minimal polynomial $m_T(\lambda)$, as in (7.12). For $\ell \in \{1, \ldots, K\}$, set
$$P_\ell(\lambda) = \frac{m_T(\lambda)}{\lambda - \lambda_\ell}.$$ 

Show that, for each $\ell \in \{1, \ldots, K\}$, there exists $w_\ell \in V$ such that $v_\ell = P_\ell(T)w_\ell \neq 0$. Then show that $(T - \lambda_\ell I)v_\ell = 0$, so one has a proof of Proposition 6.1 that does not use determinants.

8. In the setting of Exercise 7, show that the exponent $k_j$ in (7.13) is the smallest integer such that
$$(T - \lambda_j I)^{k_j} \text{ annihilates } \mathcal{G}(T, \lambda_j).$$

   **Hint.** Review the proof of Proposition 7.4.

9. Show that Proposition 7.6 refines Proposition 7.5 to
$$V = \mathcal{G}(T, \lambda_1) \oplus \cdots \oplus \mathcal{G}(T, \lambda_K).$$
10. Given $A, B \in M(n, \mathbb{C})$, define $L_A, R_B : M(n, \mathbb{C}) \to M(n, \mathbb{C})$ by

$$L_A X = AX, \quad R_B X = XB.$$ 

Show that if $\text{Spec } A = \{\lambda_j\}$, $\text{Spec } B = \{\mu_k\} (= \text{Spec } B^t)$, then

$$\mathcal{GE}(L_A, \lambda_j) = \text{Span}\{vw^t : v \in \mathcal{GE}(A, \lambda_j), w \in \mathbb{C}^n\},$$

$$\mathcal{GE}(R_B, \mu_k) = \text{Span}\{vw^t : v \in \mathbb{C}^n, w \in \mathcal{GE}(B^t, \mu_k)\}.$$ 

Show that

$$\mathcal{GE}(L_A - R_B, \sigma) = \text{Span}\{vw^t : v \in \mathcal{GE}(A, \lambda_j), w \in \mathcal{GE}(B^t, \mu_k), \sigma = \lambda_j - \mu_k\}.$$ 

11. In the setting of Exercise 10, show that if $A$ is diagonalizable, then

$$\mathcal{GE}(L_A, \lambda_j) = \mathcal{E}(L_A, \lambda_j).$$

Draw analogous conclusions if also $B$ is diagonalizable.

12. In the setting of Exercise 10, show that if $\text{Spec } A = \{\lambda_j\}$ and $\text{Spec } B = \{\mu_k\}$, then

$$\text{Spec}(L_A - R_B) = \{\lambda_j - \mu_k\}.$$ 

Deduce that if $C_A : M(n, \mathbb{C}) \to M(n, \mathbb{C})$ is defined by

$$C_A X = AX - XA,$$

then

$$\text{Spec } C_A = \{\lambda_j - \lambda_k\}.$$ 

13. Show that, if $\lambda_j$ is a root of $\det(\lambda I - A)$ of multiplicity $\nu$, then

$$\mathcal{GE}(A, \lambda_j) = \mathcal{N}((A - \lambda_j I)^\nu).$$
8. Triangular matrices and upper triangularization

We say an \( n \times n \) matrix \( A = (a_{jk}) \) is upper triangular if \( a_{jk} = 0 \) for \( j > k \), and strictly upper triangular if \( a_{jk} = 0 \) for \( j \geq k \). Similarly we have the notion of lower triangular and strictly lower triangular matrices. Here are two examples:

\[
A = \begin{pmatrix} 1 & 1 & 2 \\ 0 & 1 & 3 \\ 0 & 0 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 & 2 \\ 0 & 0 & 3 \\ 0 & 0 & 0 \end{pmatrix};
\]

\( A \) is upper triangular and \( B \) is strictly upper triangular; \( A^t \) is lower triangular and \( B^t \) strictly lower triangular. Note that \( B^3 = 0 \).

We say \( T \in \mathcal{L}(V) \) is nilpotent provided \( T^k = 0 \) for some \( k \in \mathbb{N} \). The following is a useful characterization of nilpotent transformations.

**Proposition 8.1.** Let \( V \) be a finite-dimensional complex vector space, \( N \in \mathcal{L}(V) \). The following are equivalent:

\[
(8.2) \quad N \text{ is nilpotent,} \\
(8.3) \quad \text{Spec}(N) = \{0\}, \\
(8.4) \quad \text{There is a basis of } V \text{ for which } N \text{ is strictly upper triangular,} \\
(8.5) \quad \text{There is a basis of } V \text{ for which } N \text{ is strictly lower triangular.}
\]

**Proof.** The implications \( (8.4) \Rightarrow (8.2) \) and \( (8.5) \Rightarrow (8.2) \) are easy. Also \( (8.4) \) implies the characteristic polynomial of \( N \) is \( \lambda^n \) (if \( n = \dim V \)), which is equivalent to \( (8.3) \), and similarly \( (8.5) \Rightarrow (8.3) \). We need to establish a couple more implications.

To see that \( (8.2) \Rightarrow (8.3) \), note that if \( N^k = 0 \) we can write

\[
(N - \mu I)^{-1} = -\frac{1}{\mu} \left( I - \frac{1}{\mu} N \right)^{-1} = -\frac{1}{\mu} \sum_{\ell=0}^{k-1} \frac{1}{\mu^\ell} N^\ell,
\]

whenever \( \mu \neq 0 \).

Next, given \( (8.3) \), \( N : V \to V \) is not an isomorphism, so \( V_1 = N(V) \) has dimension \( \leq n - 1 \). Now \( N_1 = N|_{V_1} \in \mathcal{L}(V_1) \) also has only 0 as an eigenvalue, so \( N_1(V_1) = V_2 \) has dimension \( \leq n - 2 \), and so on. Thus \( N^k = 0 \) for sufficiently large \( k \). We have \( (8.3) \Rightarrow (8.2) \). Now list these spaces as
8. Triangular matrices and upper triangularization

\( V = V_0 \supset V_1 \supset \cdots \supset V_{k-1} \), with \( V_{k-1} \neq 0 \) but \( N(V_{k-1}) = 0 \). Pick a basis for \( V_{k-1} \), augment it as in Proposition 3.5 to produce a basis for \( V_{k-2} \), and continue, obtaining in this fashion a basis of \( V \), with respect to which \( N \) is strictly upper triangular. Thus (8.3) \( \Rightarrow \) (8.4). On the other hand, if we reverse the order of this basis we have a basis with respect to which \( N \) is strictly lower triangular, so also (8.3) \( \Rightarrow \) (8.5). The proof of Proposition 8.1 is complete.

**Remark.** Having proven Proposition 8.1, we see another condition equivalent to (8.2)–(8.5):

(8.2A) \( N^k = 0, \ \forall \ k \geq \dim V. \)

**Example.** Consider

\[
N = \begin{pmatrix}
0 & 2 & 0 \\
3 & 0 & 3 \\
0 & -2 & 0
\end{pmatrix}.
\]

We have

\[
N^2 = \begin{pmatrix}
6 & 0 & 6 \\
0 & 0 & 0 \\
-6 & 0 & -6
\end{pmatrix}, \quad N^3 = 0.
\]

Hence we have a chain \( V = V_0 \supset V_1 \supset V_2 \) as in the proof of Proposition 8.1, with

\[
V_2 = \text{Span} \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}, \quad V_1 = \text{Span} \left\{ \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \right\},
\]

\[
V_0 = \text{Span} \left\{ \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \right\} = \text{Span}\{v_1, v_2, v_3\},
\]

and we have

\( Nv_1 = 0, \quad Nv_2 = -v_1, \quad Nv_3 = 3v_2, \)

so the matrix representation of \( N \) with respect to the basis \( \{v_1, v_2, v_3\} \) is

\[
\begin{pmatrix}
0 & -1 & 0 \\
0 & 0 & 3 \\
0 & 0 & 0
\end{pmatrix}.
\]
Generally, if $A$ is an upper triangular $n \times n$ matrix with diagonal entries $d_1, \ldots, d_n$, the characteristic polynomial of $A$ is

\begin{equation}
\det(\lambda I - A) = (\lambda - d_1) \cdots (\lambda - d_n),
\end{equation}

by (5.42), so $\text{Spec}(A) = \{d_j\}$. If $d_1, \ldots, d_n$ are all distinct it follows that $\mathbb{F}^n$ has a basis of eigenvectors of $A$.

We can show that whenever $V$ is a finite-dimensional complex vector space and $T \in \mathcal{L}(V)$, then $V$ has a basis with respect to which $T$ is upper triangular. In fact, we can say a bit more. Recall what was established in Proposition 7.6. If $\text{Spec}(T) = \{\lambda_\ell : 1 \leq \ell \leq K\}$ and $S_\ell = \{v_{\ell,1}, \ldots, v_{\ell,d_\ell}\}$ is a basis of $GE(T, \lambda_\ell)$, then $S = S_1 \cup \cdots \cup S_K$ is a basis of $V$. Now look more closely at

\begin{equation}
T_\ell : V_\ell \longrightarrow V_\ell, \quad V_\ell = GE(T, \lambda_\ell), \quad T_\ell = T|_{V_\ell}.
\end{equation}

The result (7.5) says $\text{Spec}(T_\ell) = \{\lambda_\ell\}$, i.e., $\text{Spec}(T_\ell - \lambda_\ell I) = \{0\}$, so we can apply Proposition 8.1. Thus we can pick a basis $S_\ell$ of $V_\ell$ with respect to which $T_\ell - \lambda_\ell I$ is strictly upper triangular, hence in which $T_\ell$ takes the form

\begin{equation}
A_\ell = \begin{pmatrix}
\lambda_\ell & * \\
& \ddots & \ddots \\
0 & & \lambda_\ell
\end{pmatrix}.
\end{equation}

Then, with respect to the basis $S = S_1 \cup \cdots \cup S_K$, $T$ has a matrix representation $A$ consisting of blocks $A_\ell$, given by (8.8). It follows that

\begin{equation}
K_T(\lambda) = \det(\lambda I - T) = \prod_{\ell=1}^{K} (\lambda - \lambda_\ell)^{d_\ell}, \quad d_\ell = \dim V_\ell.
\end{equation}

This matrix representation also makes it clear that $K_T(T)|_{V_\ell} = 0$ for each $\ell \in \{1, \ldots, K\}$ (cf. (8.2A)), hence

\begin{equation}
K_T(T) = 0 \quad \text{on} \quad V.
\end{equation}

This result is known as the Cayley-Hamilton theorem. Recalling the characterization of the minimal polynomial $m_T(\lambda)$ given around (7.11), we see that

\begin{equation}
K_T(\lambda) \quad \text{is a polynomial multiple of} \quad m_T(\lambda).
\end{equation}

We next aim to prove the following.
Proposition 8.2. If \( A, B \in M(n, \mathbb{C}) \), then \( AB \) and \( BA \) have the same eigenvalues, with the same multiplicity.

Proof. An equivalent conclusion is
\[
\det(AB - \lambda I) = \det(BA - \lambda I), \quad \forall \lambda \in \mathbb{C},
\]
in light of (8.9). Now if \( B \) is invertible, we have \( AB = B^{-1}(BA)B \), so \( AB \) and \( BA \) are similar, and (8.12) follows. However, if neither \( A \) nor \( B \) is invertible, an additional argument is needed. We proceed as follows. By Proposition 5.7, we can find invertible \( B_\nu \in M(n, \mathbb{C}) \) such that \( B_\nu \to B \) as \( \nu \to \infty \). Then
\[
\det(AB - \lambda I) = \lim_{\nu \to \infty} \det(AB_\nu - \lambda I).
\]
But for each \( \nu \), \( AB_\nu \) and \( B_\nu A \) are similar, so (8.13) is equal to
\[
\lim_{\nu \to \infty} \det(B_\nu A - \lambda I) = \det(BA - \lambda I),
\]
so we have Proposition 8.2.

Remark. From the hypotheses of Proposition 8.2 we cannot deduce that \( AB \) and \( BA \) are similar. Here is a counterexample.

\[
\begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}
\]
\[
\implies AB = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad BA = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

Companion matrices

Given a polynomial \( p(\lambda) \) of degree \( n \),
\[
p(\lambda) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0, \quad a_j \in \mathbb{C},
\]
one associates the following \( n \times n \) matrix,
\[
A = \begin{pmatrix} 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 1 \\ -a_0 & -a_1 & \cdots & -a_{n-2} & -a_{n-1} \end{pmatrix},
\]
with 1s above the diagonal and the negatives of the coefficients \( a_0, \ldots, a_{n-1} \) of \( p(\lambda) \) along the bottom row. This is called the companion matrix of \( p(\lambda) \). It has the following significant property.
Proposition 8.3. If $p(\lambda)$ is a polynomial of the form (8.16), with companion matrix $A$, given by (8.17), then

$$p(\lambda) = \det(\lambda I - A).$$

Proof. We look at

$$\lambda I - A = \begin{pmatrix}
\lambda & -1 & \cdots & 0 & 0 \\
0 & \lambda & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \lambda & -1 \\
a_0 & a_1 & \cdots & a_{n-2} & \lambda + a_{n-1}
\end{pmatrix},$$

and compute its determinant by expanding by minors down the first column. We see that

$$\det(\lambda I - A) = \lambda \det(\lambda I - \tilde{A}) + (-1)^n a_0 \det B,$$

where

$$\tilde{A} \text{ is the companion matrix of } \lambda^{n-1} + a_{n-1} \lambda^{n-2} + \cdots + a_1,$$

$B$ is lower triangular, with $-1$s on the diagonal.

By induction on $n$, we have

$$\det(\lambda I - \tilde{A}) = \lambda^{n-1} + a_{n-1} \lambda^{n-2} + \cdots + a_1,$$

while the transpose of (5.42) implies $\det B = (-1)^{n-1}$. Substituting this into (8.20) gives (8.18).

---

### Exercises

1. Consider

$$A_1 = \begin{pmatrix} 1 & 2 \\ 2 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & 2 & 3 \\ 2 & 1 & 2 \\ 3 & 2 & 1 \end{pmatrix}.$$

Compute the characteristic polynomial of each $A_j$ and verify that these matrices satisfy the Caley-Hamilton theorem, stated in (8.10).

2. Let $P_k$ denote the space of polynomials of degree $\leq k$ in $x$, and consider

$$D : P_k \rightarrow P_k, \quad Dp(x) = p'(x).$$
Show that $D^{k+1} = 0$ on $P_k$ and that $\{1, x, \ldots, x^k\}$ is a basis of $P_k$ with respect to which $D$ is strictly upper triangular.

3. Use the identity

$$(I - D)^{-1} = \sum_{\ell=0}^{k+1} D^\ell, \quad \text{on } P_k,$$

to obtain a solution $u \in P_k$ to

$$(8.22) \quad u' - u = x^k.$$ 

4. Use the equivalence of (8.22) with

$$\frac{d}{dx} (e^{-x} u) = x^k e^{-x}$$

to obtain a formula for

$$\int x^k e^{-x} \, dx.$$

5. The proof of Proposition 8.1 given above includes the chain of implications

$$(8.4) \Rightarrow (8.2) \Leftrightarrow (8.3) \Rightarrow (8.4).$$

Use Proposition 7.4 to give another proof that

$$(8.3) \Rightarrow (8.2).$$

6. Establish the following variant of Proposition 7.4. Let $K_T(\lambda)$ be the characteristic polynomial of $T$, as in (8.9), and set

$$P_\ell(\lambda) = \prod_{j \neq \ell} (\lambda - \lambda_j)^{d_j} = \frac{K_T(\lambda)}{(\lambda - \lambda_\ell)^{d_\ell}}.$$ 

Show that

$$\mathcal{GE}(T, \lambda_\ell) = \mathcal{R}(P_\ell(T)).$$
9. Inner products and norms

Vectors in $\mathbb{R}^n$ have a dot product, given by

$$v \cdot w = v_1 w_1 + \cdots + v_n w_n, \tag{9.1}$$

where $v = (v_1, \ldots, v_n)$, $w = (w_1, \ldots, w_n)$. Then the norm of $v$, denoted $\|v\|$, is given by

$$\|v\|^2 = v \cdot v = v_1^2 + \cdots + v_n^2. \tag{9.2}$$

The geometrical significance of $\|v\|$ as the distance of $v$ from the origin is a version of the Pythagorean theorem. If $v, w \in \mathbb{C}^n$, we use

$$(v, w) = v \cdot \overline{w} = v_1 \overline{w}_1 + \cdots + v_n \overline{w}_n, \tag{9.3}$$

and then

$$\|v\|^2 = (v, v) = |v_1|^2 + \cdots + |v_n|^2. \tag{9.4}$$

here, if $v_j = x_j + iy_j$, with $x_j, y_j \in \mathbb{R}$, we have $\overline{v}_j = x_j - iy_j$, and $|v_j|^2 = x_j^2 + y_j^2$.

The objects (9.1) and (9.3) are special cases of inner products. Generally, an inner product on a vector space (over $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$) assigns to vectors $v, w \in V$ the quantity $(v, w) \in \mathbb{F}$, in a fashion that obeys the following three rules:

$$(a_1 v_1 + a_2 v_2, w) = a_1 (v_1, w) + a_2 (v_2, w), \tag{9.5}$$

$$(v, w) = (\overline{w}, v), \tag{9.6}$$

$$(v, v) > 0, \text{ unless } v = 0. \tag{9.7}$$

If $\mathbb{F} = \mathbb{R}$, then (9.6) just means $(v, w) = (w, v)$. Note that (9.5)–(9.6) together imply

$$(v, b_1 w_1 + b_2 w_2) = \overline{b}_1 (v, w_1) + \overline{b}_2 (v, w_2). \tag{9.8}$$

A vector space equipped with an inner product is called an inner product space. Inner products arise naturally in various contexts. For example,

$$(f, g) = \int_a^b f(x)\overline{g(x)} \, dx \tag{9.9}$$

defines an inner product on $C([a, b])$. It also defines an inner product on $\mathcal{P}$, the space of polynomials in $x$. Different choices of $a$ and $b$ yield different
inner products on $\mathcal{P}$. More generally, one considers inner products of the form

(9.10) \[ (f, g) = \int_a^b f(x) \overline{g(x)} w(x) \, dx, \]

on various function spaces, where $w$ is a positive, integrable “weight” function.

Given an inner product on $V$, one says the object $\|v\|$ defined by

(9.11) \[ \|v\| = \sqrt{(v, v)} \]

is the norm on $V$ associated with the inner product. Generally, a norm on $V$ is a function $v \mapsto \|v\|$ satisfying

(9.12) \[ \|av\| = |a| \cdot \|v\|, \quad \forall a \in \mathbb{F}, \; v \in V; \]
(9.13) \[ \|v\| > 0, \quad \text{unless} \; v = 0, \]
(9.14) \[ \|v + w\| \leq \|v\| + \|w\|. \]

Here $|a|$ denotes the absolute value of $a \in \mathbb{F}$. The property (9.14) is called the triangle inequality. A vector space equipped with a norm is called a normed vector space.

If $\|v\|$ is given by (9.11), from an inner product satisfying (9.5)–(9.7), it is clear that (9.12)–(9.13) hold, but (9.14) requires a demonstration. Note that

(9.15) \[ \|v + w\|^2 = (v + w, v + w) = \|v\|^2 + (v, w) + (w, v) + \|w\|^2 = \|v\|^2 + 2 \text{Re} (v, w) + \|w\|^2, \]

while

(9.16) \[ (\|v\| + \|w\|)^2 = \|v\|^2 + 2 \|v\| \cdot \|w\| + \|w\|^2. \]

Thus to establish (9.14) it suffices to prove the following, known as Cauchy’s inequality:

**Proposition 9.1.** For any inner product on a vector space $V$, with $\|v\|$ defined by (9.11),

(9.17) \[ |(v, w)| \leq \|v\| \cdot \|w\|, \quad \forall \; v, w \in V. \]
Proof. We start with

\[0 \leq \|v - w\|^2 = \|v\|^2 - 2 \text{Re} \langle v, w \rangle + \|w\|^2,\]

which implies

\[2 \text{Re} \langle v, w \rangle \leq \|v\|^2 + \|w\|^2, \quad \forall \ v, w \in V.\]

Replacing \(v\) by \(\alpha v\) for arbitrary \(\alpha \in F\) of absolute value 1 yields

\[2 |\langle v, w \rangle| \leq \|v\|^2 + \|w\|^2, \quad \forall \ v, w \in V.\]

Replacing \(v\) by \(tv\) and \(w\) by \(t^{-1}w\) for arbitrary \(t \in (0, \infty)\), we have

\[2 |\langle v, w \rangle| \leq t^2 \|v\|^2 + t^{-2} \|w\|^2, \quad \forall \ v, w \in V, \ t \in (0, \infty).\]

If we take \(t^2 = \|w\|/\|v\|\), we obtain the desired inequality (9.17). (This assumes \(v\) and \(w\) are both nonzero, but (9.17) is trivial if \(v\) or \(w\) is 0.)

There are other norms on vector spaces besides those that are associated with inner products. For example, on \(\mathbb{F}^n\), we have

\[\|v\|_1 = |v_1| + \cdots + |v_n|, \quad \|v\|_\infty = \max_{1 \leq k \leq n} |v_k|,\]

and many others, but we will not dwell on this here.

If \(V\) is a finite-dimensional inner product space, a basis \(\{u_1, \ldots, u_n\}\) of \(V\) is called an orthonormal basis of \(V\) provided

\[\langle u_j, u_k \rangle = \delta_{jk}, \quad 1 \leq j, k \leq n,\]

i.e.,

\[\|u_j\| = 1, \quad j \neq k \Rightarrow \langle u_j, u_k \rangle = 0.\]

(When \(\langle u_j, u_k \rangle = 0\), we say \(u_j\) and \(u_k\) are orthogonal.) When (9.22) holds, we have

\[v = a_1 u_1 + \cdots + a_n u_n, \quad w = b_1 u_1 + \cdots + b_n u_n \Rightarrow \langle v, w \rangle = a_1 \bar{b}_1 + \cdots + a_n \bar{b}_n.\]

It is often useful to construct orthonormal bases. The construction we now describe is called the Gramm-Schmidt construction.
Proposition 9.2. Let \( \{v_1, \ldots, v_n\} \) be a basis of \( V \), an inner product space. Then there is an orthonormal basis \( \{u_1, \ldots, u_n\} \) of \( V \) such that

\[
\text{Span}\{u_j : j \leq \ell\} = \text{Span}\{v_j : j \leq \ell\}, \quad 1 \leq \ell \leq n.
\]

Proof. To begin, take

\[
u_1 = \frac{1}{\|v_1\|} v_1.
\]

Now define the linear transformation \( P_1 : V \to V \) by \( P_1 v = (v, u_1)u_1 \) and set

\[
\tilde{v}_2 = v_2 - P_1 v_2 = v_2 - (v_2, u_1)u_1.
\]

We see that \( (\tilde{v}_2, u_1) = (v_2, u_1) - (v_2, u_1) = 0 \). Also \( \tilde{v}_2 \neq 0 \) since \( u_1 \) and \( v_2 \) are linearly independent. Hence we set

\[
u_2 = \frac{1}{\|\tilde{v}_2\|} \tilde{v}_2.
\]

Inductively, suppose we have an orthonormal set \( \{u_1, \ldots, u_m\} \) with \( m < n \) and (9.25) holding for \( 1 \leq \ell \leq m \). Then define \( P_m : V \to V \) (the orthogonal projection of \( V \) onto \( \text{Span}(u_1, \ldots, u_m) \)) by

\[
P_m v = (v, u_1)u_1 + \cdots + (v, u_m)u_m,
\]

and set

\[
\tilde{v}_{m+1} = v_{m+1} - P_m v_{m+1} = v_{m+1} - (v_{m+1}, u_1)u_1 - \cdots - (v_{m+1}, u_m)u_m.
\]

We see that

\[
j \leq m \Rightarrow (\tilde{v}_{m+1}, u_j) = (v_{m+1}, u_j) - (v_{m+1}, u_j) = 0.
\]

Also, since \( v_{m+1} \notin \text{Span}\{v_1, \ldots, v_m\} = \text{Span}\{u_1, \ldots, u_m\} \), it follows that \( \tilde{v}_{m+1} \neq 0 \). Hence we set

\[
u_{m+1} = \frac{1}{\|\tilde{v}_{m+1}\|} \tilde{v}_{m+1}.
\]

This completes the construction.

Example. Take \( V = \mathcal{P}_2 \), with basis \( \{1, x, x^2\} \), and inner product given by

\[
(p, q) = \int_{-1}^1 p(x)q(x) \, dx.
\]
The Gramm-Schmidt construction gives first

\[(9.33) \quad u_1(x) = \frac{1}{\sqrt{2}}.\]

Then

\[\tilde{v}_2(x) = x,\]

since by symmetry \((x, u_1) = 0\). Now \(\int_{-1}^{1} x^2 \, dx = 2/3\), so we take

\[(9.34) \quad u_2(x) = \sqrt{\frac{3}{2}} x.\]

Next

\[\tilde{v}_3(x) = x^2 - (x^2, u_1)u_1 = x^2 - \frac{1}{3},\]

since by symmetry \((x^2, u_2) = 0\). Now \(\int_{-1}^{1} (x^2 - 1/3)^2 \, dx = 8/45\), so we take

\[(9.35) \quad u_3(x) = \sqrt{\frac{45}{8}} (x^2 - \frac{1}{3}).\]

---

**Exercises**

1. Let \(V\) be a finite dimensional inner product space, and let \(W\) be a linear subspace of \(V\). Show that any orthonormal basis \(\{w_1, \ldots, w_k\}\) of \(W\) can be enlarged to an orthonormal basis \(\{w_1, \ldots, w_k, u_1, \ldots, u_\ell\}\) of \(V\), with \(k + \ell = \text{dim} \ V\).

2. As in Exercise 1, let \(V\) be a finite dimensional inner product space, and let \(W\) be a linear subspace of \(V\). Define the orthogonal complement

\[(9.36) \quad W^\perp = \{v \in V : (v, w) = 0, \forall w \in W\}.

Show that

\[W^\perp = \text{Span}\{u_1, \ldots, u_\ell\},\]

in the context of Exercise 1. Deduce that

\[(9.37) \quad (W^\perp)^\perp = W.\]
3. In the context of Exercise 2, show that
\[ \dim V = n, \quad \dim W = k \implies \dim W^\perp = n - k. \]

4. Construct an orthonormal basis of the \((n - 1)\)-dimensional vector space
\[ V = \left\{ \begin{bmatrix} v_1 \\ \vdots \\ v_n \end{bmatrix} \in \mathbb{R}^n : v_1 + \cdots + v_n = 0 \right\}. \]

5. Take \( V = P_2 \), with basis \( \{1, x, x^2\} \), and inner product
\[ (p, q) = \int_0^1 p(x)q(x) \, dx, \]
in contrast to (9.32). Construct an orthonormal basis of this inner product space.

6. Take \( V \), with basis \( \{1, \cos x, \sin x\} \), and inner product
\[ (f, g) = \int_0^\pi f(x)g(x) \, dx. \]
Construct an orthonormal basis of this inner product space.

7. Let \( A \in \mathcal{G\ell}(n, \mathbb{R}) \) have columns \( a_1, \ldots, a_n \in \mathbb{R}^n \). Use the Gramm-Schmidt construction to produce the orthonormal basis \( \{q_1, \ldots, q_n\} \) of \( \mathbb{R}^n \) such that \( \text{Span}\{a_1, \ldots, a_j\} = \text{Span}\{q_1, \ldots, q_j\} \) for \( 1 \leq j \leq n \). Denote by \( Q \) the matrix with columns \( q_1, \ldots, q_n \). Show that
\[ A = QR, \]
where \( R \) is the upper triangular matrix
\[ R = \begin{bmatrix} \alpha_{11} & \alpha_{21} & \cdots & \alpha_{n1} \\ 0 & \alpha_{22} & \cdots & \alpha_{n2} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \alpha_{nn} \end{bmatrix}, \quad \alpha_{jk} = (a_j, q_k). \]
This factorization is known as the QR factorization. See §12 for more.
(We will see that \( Q \in O(n) \).)

**Hint.** Show that
\[ a_1 = \alpha_{11}q_1 \]
\[ a_2 = \alpha_{21}q_1 + \alpha_{22}q_2 \]
\[ \vdots \]
\[ a_n = \alpha_{n1}q_1 + \cdots + \alpha_{nn}q_n. \]
10. Norm, trace, and adjoint of a linear transformation

If $V$ and $W$ are normed linear spaces and $T \in \mathcal{L}(V, W)$, we define

\begin{equation}
\|T\| = \sup \{\|Tv\| : \|v\| \leq 1}\).
\end{equation}

Equivalently, $\|T\|$ is the smallest quantity $K$ such that

\begin{equation}
\|Tv\| \leq K\|v\|, \quad \forall v \in V.
\end{equation}

To see the equivalence, note that (10.2) holds if and only if $\|Tv\| \leq K$ for all $v$ such that $\|v\| = 1$. We call $\|T\|$ the operator norm of $T$. If $V$ and $W$ are finite dimensional, it can be shown that $\|T\| < \infty$ for all $T \in \mathcal{L}(V, W)$. We omit the general argument, but we will make some estimates below when $V$ and $W$ are inner product spaces.

Note that if also $S : W \to X$, another normed vector space, then

\begin{equation}
\|STv\| \leq \|S\| \|Tv\| \leq \|S\| \|T\| \|v\|, \quad \forall v \in V,
\end{equation}

and hence

\begin{equation}
\|ST\| \leq \|S\| \|T\|.
\end{equation}

In particular, we have by induction that

\begin{equation}
T : V \to V \implies \|T^n\| \leq \|T\|^n.
\end{equation}

This will be useful when we discuss the exponential of a linear transformation, in §25.

We turn to the notion of the trace of a transformation $T \in \mathcal{L}(V)$, given $\dim V < \infty$. We start with the trace of an $n \times n$ matrix, which is simply the sum of the diagonal elements:

\begin{equation}
A = (a_{jk}) \in M(n, \mathbb{F}) \implies \text{Tr} A = \sum_{j=1}^{n} a_{jj}.
\end{equation}

Note that if also $B = (b_{jk}) \in M(n, \mathbb{F})$, then

\begin{equation}
AB = C = (c_{jk}), \quad c_{jk} = \sum_{\ell} a_{j\ell} b_{\ell k},
\end{equation}

\begin{equation}
BA = D = (d_{jk}), \quad d_{jk} = \sum_{\ell} b_{j\ell} a_{\ell k},
\end{equation}

and hence

\begin{equation}
\text{Tr} AB = \sum_{j, \ell} a_{j\ell} b_{\ell j} = \text{Tr} BA.
\end{equation}
Hence, if $B$ is invertible,

$$\text{Tr } B^{-1} AB = \text{Tr } ABB^{-1} = \text{Tr } A. \tag{10.9}$$

Thus if $T \in \mathcal{L}(V)$, we can choose a basis $S = \{v_1, \ldots, v_n\}$ of $V$, if $\dim V = n$, and define

$$\text{Tr } T = \text{Tr } A, \quad A = \mathcal{M}_S^S(T), \tag{10.10}$$

and (10.9) implies this is independent of the choice of basis.

Next we define the adjoint of $T \in \mathcal{L}(V, W)$, when $V$ and $W$ are finite-dimensional inner product spaces, as the transformation $T^* \in \mathcal{L}(W, V)$ with the property

$$\langle Tv, w \rangle = \langle v, T^* w \rangle, \quad \forall \ v \in V, \ w \in W. \tag{10.11}$$

If $\{v_1, \ldots, v_n\}$ is an orthonormal basis of $V$ and $\{w_1, \ldots, w_m\}$ an orthonormal basis of $W$, then

$$A = (a_{ij}), \quad a_{ij} = \langle Tv_j, w_i \rangle, \tag{10.12}$$

is the matrix representation of $T$, as in (4.2), and the matrix representation of $T^*$ is

$$A^* = (a_{ji}). \tag{10.13}$$

Now we define the Hilbert-Schmidt norm of $T \in \mathcal{L}(V, W)$ when $V$ and $W$ are finite-dimensional inner product spaces. Namely, we set

$$\|T\|_{HS}^2 = \text{Tr } T^* T. \tag{10.14}$$

In terms of the matrix representation (10.12) of $T$, we have

$$T^* T = (b_{jk}), \quad b_{jk} = \sum_\ell \pi_{\ell j} a_{\ell k}, \tag{10.15}$$

hence

$$\|T\|_{HS}^2 = \sum_j b_{jj} = \sum_{j,k} |a_{jk}|^2. \tag{10.16}$$

Equivalently, using an arbitrary orthonormal basis $\{v_1, \ldots, v_n\}$ of $V$, we have

$$\|T\|_{HS}^2 = \sum_{j=1}^n \|Tv_j\|^2. \tag{10.17}$$
If also \( \{w_1, \ldots, w_m\} \) is an orthonormal basis of \( W \), then

\[
\|T\|_{HS}^2 = \sum_{j,k} |(Tv_j, w_k)|^2 = \sum_{j,k} |(v_j, T^* w_k)|^2
\]

(10.17A)

\[
= \sum_K \|T^* w_k\|_{HS}^2.
\]

This gives \( \|T\|_{HS} = \|T^*\|_{HS} \). Also, the right side of (10.17A) is clearly independent of the choice of the orthonormal basis \( \{v_1, \ldots, v_n\} \) of \( V \). Of course, we already know that the right side of (10.14) is independent of such a choice of basis.

Using (10.17), we can show that the operator norm of \( T \) is dominated by the Hilbert-Schmidt norm:

\[
\|T\| \leq \|T\|_{HS}.
\]

(10.18)

In fact, pick a unit \( v_1 \in V \) such that \( \|Tv_1\| \) is maximized on \( \{v : \|v\| \leq 1\} \), extend this to an orthonormal basis \( \{v_1, \ldots, v_n\} \), and use

\[
\|T\|^2 = \|Tv_1\|^2 \leq \sum_{j=1}^n \|Tv_j\|^2 = \|T\|_{HS}^2.
\]

Also we can dominate each term on the right side of (10.17) by \( \|T\|^2 \), so

\[
\|T\|_{HS} \leq \sqrt{n}\|T\|, \quad n = \text{dim} \ V.
\]

(10.19)

Another consequence of (10.17)–(10.18) is

\[
\|ST\|_{HS} \leq \|S\| \|T\|_{HS} \leq \|S\|_{HS} \|T\|_{HS},
\]

(10.20)

for \( S \) as in (10.3). In particular, parallel to (10.5), we have

\[
T : V \to V \implies \|T^n\|_{HS} \leq \|T\|^n_{HS}.
\]

(10.21)

---

**Exercises**

1. Suppose \( V \) and \( W \) are finite dimensional inner product spaces and \( T \in \mathcal{L}(V,W) \). Show that

\[
T^{**} = T.
\]
2. In the context of Exercise 1, show that

\[ T \text{ injective } \iff T^* \text{ surjective}. \]

More generally, show that

\[ \mathcal{N}(T) = \mathcal{R}(T^*)^\perp. \]

(See Exercise 2 of §9 for a discussion of the orthogonal complement \( W^\perp \).)

3. Say \( A \) is a \( k \times n \) real matrix and the \( k \) columns are linearly independent. Show that \( A \) has \( k \) linearly independent rows. (Similarly treat complex matrices.)

\[ \text{Hint.} \quad \text{The hypothesis is equivalent to } A : \mathbb{R}^k \to \mathbb{R}^n \text{ being injective.} \]

What does that say about \( A^* : \mathbb{R}^n \to \mathbb{R}^k \)?

4. If \( A \) is a \( k \times n \) real (or complex) matrix, we define the \textit{column rank} of \( A \) to be the dimension of the span of the columns of \( A \). We similarly define the \textit{row rank} of \( A \). Show that the row rank of \( A \) is equal to its column rank.

\[ \text{Hint.} \quad \text{Reduce this to showing } \dim \mathcal{R}(A) = \dim \mathcal{R}(A^*). \]

Apply Exercise 2 (and Exercise 3 of §9).

5. If \( V \) and \( W \) are normed linear spaces and \( S, T \in \mathcal{L}(V, W) \), show that

\[ \| S + T \| \leq \| S \| + \| T \|. \]

6. Suppose \( A \) is an \( n \times n \) matrix and \( \| A \| < 1 \). Show that

\[ (I - A)^{-1} = I + A + A^2 + \cdots + A^k + \cdots, \]

a convergent infinite series.

7. If \( A \) is an \( n \times n \) complex matrix, show that

\[ \lambda \in \text{Spec}(A) \implies |\lambda| \leq \| A \|. \]

8. Show that, for any real \( \theta \), the matrix

\[ A = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \]
has operator norm 1. Compute its Hilbert-Schmidt norm.

9. Given $a > b > 0$, show that the matrix

$$B = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}$$

has operator norm $a$. Compute its Hilbert-Schmidt norm.

10. Show that if $V$ is an $n$-dimensional complex inner product space, then, for $T \in \mathcal{L}(V)$,

$$\det T^* = \overline{\det T}.$$

11. If $V$ is an $n$-dimensional inner product space, show that, for $T \in \mathcal{L}(V)$,

$$\|T\| = \sup\{|(Tu, v)| : \|u\|, \|v\| \leq 1\}.$$

Show that

$$\|T^*\| = \|T\|, \quad \text{and} \quad \|T^*T\| = \|T\|^2.$$

12. Show that if $B \in M(n, \mathbb{F})$,

$$\frac{d}{dt} \det(I + tB) = \text{Tr } B.$$

13. Writing

$$\det(A + tB) = \det(a_1 + tb_1, \ldots, a_n + tb_n),$$

with notation as in (5.5), and using linearity in each column, show that

$$\frac{d}{dt} \det(A + tB)\bigg|_{t=0} = \det(b_1, a_2, \ldots, a_n) + \cdots + \det(a_1, \ldots, b_k, \ldots, a_n)$$

$$+ \cdots + \det(a_1, \ldots, a_{n-1}, b_n).$$

Use an appropriate version of (5.39) to deduce that

$$\frac{d}{dt} \det(A + tB)\bigg|_{t=0} = \sum_{j,k} (-1)^{j-k} b_{jk} \det A_{kj},$$

with $A_{kj}$ as in Exercise 2 of §5. In other words,

$$\frac{d}{dt} \det(A + tB)\bigg|_{t=0} = \sum_{j,k} b_{jk} c_{kj} = \text{Tr } BC,$$
with $C = (c_{jk})$ as in Exercise 4 of §5, i.e., $c_{jk} = (-1)^{k-j} \det A_{jk}$.

14. If $A$ is invertible, show that for each $B \in M(n, \mathbb{F})$,

$$
\frac{d}{dt} \det(A + tB)\bigg|_{t=0} = (\det A) \frac{d}{dt} (I + tA^{-1}B)\bigg|_{t=0} = (\det A) \text{Tr}(A^{-1}B).
$$

Use Exercise 13 to conclude that

$$(\det A) A^{-1} = C.
$$

Compare the derivation of Cramer’s formula in Exercise 4 of §5.
11. Self-adjoint and skew-adjoint transformations

If $V$ is a finite-dimensional inner product space, $T \in \mathcal{L}(V)$ is said to be self-adjoint if $T = T^*$ and skew-adjoint if $T = -T^*$. If \{u_1, \ldots, u_n\} is an orthonormal basis of $V$ and $A$ the matrix representation of $T$ with respect to this basis, given by

\begin{equation}
A = (a_{ij}), \quad a_{ij} = (Tu_j, u_i),
\end{equation}

then $T^*$ is represented by $A^* = \{\pi_{ji}\}$, so $T$ is self-adjoint if and only if $a_{ij} = \pi_{ji}$ and $T$ is skew-adjoint if and only if $a_{ij} = -\pi_{ji}$.

The eigenvalues and eigenvectors of these two classes of operators have special properties, as we proceed to show.

**Lemma 11.1.** If $\lambda_j$ is an eigenvalue of a self-adjoint $T \in \mathcal{L}(V)$, then $\lambda_j$ is real.

**Proof.** Say $Tv_j = \lambda_j v_j$, $v_j \neq 0$. Then

\begin{equation}
\lambda_j \|v_j\|^2 = (Tv_j, v_j) = (v_j, Tv_j) = \lambda_j \|v_j\|^2,
\end{equation}

so $\lambda_j = \overline{\lambda_j}$.

This allows us to prove the following result for both real and complex vector spaces.

**Proposition 11.2.** If $V$ is a finite-dimensional inner product space and $T \in \mathcal{L}(V)$ is self-adjoint, then $V$ has an orthonormal basis of eigenvectors of $T$.

**Proof.** Proposition 6.1 (and the comment following it in case $\mathbb{F} = \mathbb{R}$) implies there is a unit $v_1 \in V$ such that $Tv_1 = \lambda_1 v_1$, and we know $\lambda_1 \in \mathbb{R}$. Say $\dim V = n$. Let

\begin{equation}
W = \{w \in V : (v_1, w) = 0\}.
\end{equation}

Then $\dim W = n - 1$, as we can see by completing \{v_1\} to an orthonormal basis of $V$. We claim

\begin{equation}
T = T^* \implies T : W \to W.
\end{equation}

Indeed,

\begin{equation}
w \in W \implies (v_1, Tw) = (Tv_1, w) = \lambda_1 (v_1, w) = 0 \implies Tw \in W.
\end{equation}

An inductive argument gives an orthonormal basis of $W$ consisting of eigenvalues of $T$, so Proposition 11.2 is proven.

The following could be deduced from Proposition 11.2, but we prove it directly.
Proposition 11.3. Assume $T \in \mathcal{L}(V)$ is self-adjoint. If $Tv_j = \lambda_j v_j$, $Tv_k = \lambda_k v_k$, and $\lambda_j \neq \lambda_k$, then $(v_j, v_k) = 0$.

Proof. Then we have

$$\lambda_j (v_j, v_k) = (Tv_j, v_k) = (v_j, Tv_k) = \lambda_k (v_j, v_k).$$

If $F = \mathbb{C}$, we have

$$T \text{ skew-adjoint } \iff iT \text{ self-adjoint,}$$

so Proposition 11.2 has an extension to skew-adjoint transformations if $F = \mathbb{C}$. The case $F = \mathbb{R}$ requires further study.

For concreteness, take $V = \mathbb{R}^n$, with its standard inner product, and consider a skew-adjoint transformation $A : \mathbb{R}^n \to \mathbb{R}^n$. In this case, skew-adjointness is equivalent to skew-symmetry:

$$A = (a_{ij}), \quad a_{ij} = -a_{ji}. \quad \text{(We say } A \in \text{Skew}(n).)$$

Now we can consider

$$A : \mathbb{C}^n \to \mathbb{C}^n,$$

given by the same matrix as in (11.7), which is a matrix with real entries. Thus the characteristic polynomial $K_A(\lambda) = \det(\lambda I - A)$ is a polynomial of degree $n$ with real coefficients, so its non-real roots occur in complex conjugate pairs. Thus the nonzero elements of $\text{Spec}(A)$ are

$$\text{Spec}'(A) = \{i\lambda_1, \ldots, i\lambda_m, -i\lambda_1, \ldots, -i\lambda_m\},$$

with $\lambda_j \neq \lambda_k$ if $j \neq k$; for the sake of concreteness, say each $\lambda_j > 0$. By Proposition 11.2, $\mathbb{C}^n$ has an orthonormal basis of eigenvalues of $A$, and of course each such basis element belongs to $\mathcal{E}(A, i\lambda_j)$ or to $\mathcal{E}(A, -i\lambda_j)$, for some $j \in \{1, \ldots, m\}$, or to $\mathcal{E}(A, 0) = \mathcal{N}(A)$. For each $j \in \{1, \ldots, m\}$, let

$$\{v_{j1}, \ldots, v_{jd_j}\}$$

be an orthonormal basis of $\mathcal{E}(A, i\lambda_j)$. Say

$$v_{jk} = \xi_{jk} + i\eta_{jk}, \quad \xi_{jk}, \eta_{jk} \in \mathbb{R}^n.$$

Then we can take

$$\tau_{jk} = \xi_{jk} - i\eta_{jk} \in \mathbb{C}^n,$$
and

\[(11.13) \quad \{v_{j1}, \ldots, v_{jd_j}\}\]

is an orthonormal basis of \(E(A, -i\lambda_j)\). Note that

\[(11.14) \quad A\xi_{jk} = -\lambda_j \eta_{jk}, \quad A\eta_{jk} = \lambda_j \xi_{jk}, \quad 1 \leq k \leq d_j.\]

Note also that

\[(11.15) \quad \text{Span}_C\{\xi_{jk}, \eta_{jk} : 1 \leq k \leq d_j\} = E(A, i\lambda_j) + E(A, -i\lambda_j),\]

while we can also take

\[(11.16) \quad \text{Span}_R\{\xi_{jk}, \eta_{jk} : 1 \leq k \leq d_j\} = H(A, \lambda_j) \subset \mathbb{R}^n,\]

a linear subspace of \(\mathbb{R}^n\), of dimension \(2d_j\). Furthermore, applying Proposition 11.3 to \(iA\), we see that

\[(11.17) \quad (v_{jk}, v_{kj}) = 0 \implies \|\xi_{jk}\|^2 = \|\eta_{kj}\|^2, \quad \text{and} \quad (\xi_{jk}, \eta_{kj}) = 0,\]

hence

\[(11.18) \quad \|\xi_{jk}\| = \|\eta_{kj}\| = \frac{1}{\sqrt{2}}.\]

Making further use of

\[(11.19) \quad (v_{ij}, v_{k\ell}) = 0, \quad (v_{ij}, v_{k\ell}) = \delta_{ik}\delta_{j\ell},\]

we see that

\[(11.20) \quad \{\sqrt{2}\xi_{jk}, \sqrt{2}\eta_{kj} : 1 \leq k \leq d_j, 1 \leq j \leq m\}\]

is an orthonormal set in \(\mathbb{R}^n\), whose linear span over \(\mathbb{C}\) coincides with the span of all the nonzero eigenspaces of \(A\) in \(\mathbb{C}^n\).

Next we compare \(N_C(A) \subset \mathbb{C}^n\) with \(N_R(A) \subset \mathbb{R}^n\). It is clear that, if \(v_j = \xi_j + i\eta_j, \xi_j, \eta_j \in \mathbb{R}^n\),

\[(11.21) \quad v_j \in N_C(A) \iff \xi_j, \eta_j \in N_R(A),\]

since \(A\) is a real matrix. Thus, if \(\{\xi_1, \ldots, \xi_\mu\}\) is an orthonormal basis for \(N_R(A)\), it is also an orthonormal basis for \(N_C(A)\). Therefore we have the following conclusion:
Proposition 11.4. If $A : \mathbb{R}^n \to \mathbb{R}^n$ is skew-adjoint, then $\mathbb{R}^n$ has an orthonormal basis in which the matrix representation of $A$ consists of blocks

$$
\begin{pmatrix}
0 & \lambda_j \\
-\lambda_j & 0
\end{pmatrix},
$$

plus perhaps a zero matrix, when $N(A) \neq 0$.

Let us return to the setting of self-adjoint transformations. If $V$ is a finite dimensional inner product space, we say $T \in \mathcal{L}(V)$ is positive definite if and only if $T = T^*$ and

$$(Tv, v) > 0 \text{ for all nonzero } v \in V.$$  

We say $T$ is positive semidefinite if and only if $T = T^*$ and

$$(Tv, v) \geq 0, \quad \forall v \in V.$$  

The following is a basic characterization of these classes of transformations.

Proposition 11.5. Given $T = T^* \in \mathcal{L}(V)$, with eigenvalues $\{\lambda_j\}$,

(i) $T$ is positive definite if and only if each $\lambda_j > 0$.

(ii) $T$ is positive semidefinite if and only if each $\lambda_j \geq 0$.

Proof. This follows by writing $v = \sum a_j v_j$, where $\{v_j\}$ is the orthonormal basis of $V$ consisting of eigenvectors of $T$ given by Proposition 11.2, satisfying $Tv_j = \lambda_j v_j$, and observing that

$$(Tv, v) = \sum_j |a_j|^2 \lambda_j.$$  

The following is a useful test for positive definiteness.

Proposition 11.6. Let $A = (a_{jk}) \in M(n, \mathbb{C})$ be self adjoint. For $1 \leq \ell \leq n$, form the $\ell \times \ell$ matrix $A_\ell = (a_{jk})_{1 \leq j, k \leq \ell}$. Then

$$(11.26) \quad A \text{ is positive definite } \iff \det A_\ell > 0, \quad \forall \ell \in \{1, \ldots, n\}.$$  

Proof. Regarding the implication $\Rightarrow$, note that if $A$ is positive definite, then $\det A = \det A_n$ is the product of its eigenvalues, all $> 0$, hence $> 0$. Also, in this case, it follows from the hypothesis of (11.26) that each $A_\ell$ must be positive definite, hence have positive determinant, so we have $\Rightarrow$.

The implication $\Leftarrow$ is easy enough for $2 \times 2$ matrices. If $A = A^*$ and $\det A > 0$, then either both its eigenvalues are positive (so $A$ is positive
definite) or both are negative (so $A$ is negative definite). In the latter case, $A_1 = (a_{11})$ must be negative. Thus we have $\Leftarrow$ for $n = 2$.

We prove $\Leftarrow$ for $n \geq 3$, using induction. The inductive hypothesis implies that if $\det A_\ell > 0$ for each $\ell \leq n$, then $A_{n-1}$ is positive definite. The next lemma then guarantees that $A = A_n$ has at least $n - 1$ positive eigenvalues.

The hypothesis that $\det A > 0$ does not allow that the remaining eigenvalue be $\leq 0$, so all of the eigenvalues of $A$ must be positive. Thus Proposition 11.6 is proven once we have the following.

**Lemma 11.7.** In the setting of Proposition 11.6, if $A_{n-1}$ is positive definite, then $A = A_n$ has at least $n - 1$ positive eigenvalues.

**Proof.** Since $A = A^*$, $\mathbb{C}^n$ has an orthonormal basis $v_1, \ldots, v_n$ of eigenvectors of $A$, satisfying $Av_j = \lambda_j v_j$. If the conclusion of the lemma is false, at least two of the eigenvalues, say $\lambda_1, \lambda_2$, are $\leq 0$. Let $W = $ Span$(v_1, v_2)$, so

$$w \in W \implies (Aw, w) \leq 0.$$  

Since $W$ has dimension 2, $\mathbb{C}^{n-1} \subset \mathbb{C}^n$ satisfies $\mathbb{C}^{n-1} \cap W \neq 0$, so there exists a nonzero $w \in \mathbb{C}^{n-1} \cap W$, and then

$$(A_{n-1}w, w) = (Aw, w) \leq 0,$$

contradicting the hypothesis that $A_{n-1}$ is positive definite.

We next apply results on LU-factorization, discussed in Appendix B, to $A \in M(n, \mathbb{C})$ when $A$ is positive definite. This factorization has the form

$$A = LU,$$

where $L, U \in M(n, \mathbb{C})$ are lower triangular and upper triangular, respectively; see (B.30). As shown in Appendix B, this factorization is always possible when the upper left submatrices $A_\ell$ described above are all invertible. Hence this factorization always works when $A$ is positive definite. Moreover, as shown in (B.38), in such a case it can be rewritten as

$$A = L_0DL_0^*,$$

where $L_0$ is lower triangular with all 1s on the diagonal, and $D$ is diagonal, with real entries. Moreover, this factorization is unique. Since

$$\langle Av, v \rangle = \langle DL_0^*v, L_0^*v \rangle,$$

we see that if $A$ is positive definite, then all the diagonal entries $d_j$ of $D$ must be positive. Thus we can write

$$D = E^2,$$
where $E$ is diagonal with diagonal entries $\sqrt{d_j}$. Thus, whenever $A \in M(n, \mathbb{C})$ is positive definite, we can write

\begin{equation}
A = LL^*, \quad L = L_0E, \text{ lower triangular.}
\end{equation}

This is called the *Cholesky decomposition*.

### Symmetric bilinear forms

Let $V$ be an $n$-dimensional real vector space. A bilinear form $Q$ on $V$ is a map $Q : V \times V \to \mathbb{R}$ that satisfies the following bilinearity conditions:

\begin{equation}
Q(a_1u_1 + a_2u_2, v_1) = a_1Q(u_1, v_1) + a_2Q(u_2, v_1),
Q(u_1, b_1v_1 + b_2v_2) = b_1Q(u_1, v_1) + b_2Q(u_1, v_2),
\end{equation}

for all $u_j, v_j \in V$, $a_j, b_j \in \mathbb{R}$. We say $Q$ is a symmetric bilinear form if, in addition,

\begin{equation}
Q(u, v) = Q(v, u), \quad \forall \ u, v \in V.
\end{equation}

To relate the structure of such $Q$ to previous material in this section, we pick a basis \{\(e_1, \ldots, e_n\)\} of $V$ and put on $V$ an inner product \((, )\) such that this basis is orthonormal. Then we set

\begin{equation}
a_{jk} = Q(e_j, e_k),
\end{equation}

and define $A : V \to V$ by

\begin{equation}
Ae_j = \sum_{\ell} a_{j\ell}e_{\ell}, \quad (Ae_j, e_k) = Q(e_j, e_k).
\end{equation}

It follows that

\begin{equation}
Q(u, v) = (Au, v), \quad \forall \ u, v \in V.
\end{equation}

The symmetry condition (11.33) implies $a_{jk} = a_{kj}$, hence $A^* = A$. By Proposition 11.2, $V$ has an orthonormal basis \{\(f_1, \ldots, f_n\)\} such that

\begin{equation}
Af_j = \lambda_j f_j, \quad \lambda_j \in \mathbb{R}.
\end{equation}

Hence

\begin{equation}
Q(f_j, f_k) = (Af_j, f_k) = \lambda_j \delta_{jk}.
\end{equation}

If $Q$ is a symmetric bilinear form on $V$, we say it is *nondegenerate* provided that for each nonzero $u \in V$, there exists $v \in V$ such that $Q(u, v) \neq 0$. 
Given (11.36), it is clear that $Q$ is nondegenerate if and only if $A$ is invertible, hence if and only if each $\lambda_j$ in (11.37) is nonzero. If $Q$ is nondegenerate, we have the basis $\{g_1, \ldots, g_n\}$ of $V$, given by

$$g_j = |\lambda_j|^{-1/2} f_j.$$  

(11.39)

then

$$Q(g_j, g_k) = |\lambda_j \lambda_k|^{-1/2} (Af_j, f_k) = \varepsilon_j \delta_{jk},$$

where

$$\varepsilon_j = \frac{\lambda_j}{|\lambda_j|} \in \{\pm 1\}. \quad (11.41)$$

If $p$ of the numbers $\varepsilon_j$ in (11.41) are $+1$ and $q$ of them are $-1$ (so $p + q = n$), we say the nondegenerate symmetric bilinear form $Q$ has signature $(p, q)$.

The construction (11.40)–(11.41) involved some arbitrary choices, so we need to show that, given such $Q$, the pair $(p, q)$ is uniquely defined. To see this, let $V_0$ denote the linear span of the $g_j$ in (11.40) such that $\varepsilon_j = +1$ and let $V_1$ denote the linear span of the $g_j$ in (11.40) such that $\varepsilon_j = -1$. Hence

$$V = V_0 \oplus V_1 \quad (11.42)$$

is an orthogonal direct sum, and we have $Q$ positive definite on $V_0 \times V_0$, and negative definite on $V_1 \times V_1$. That the signature of $Q$ is well defined is a consequence of the following.

**Proposition 11.8.** Let $\tilde{V}_0$ and $\tilde{V}_1$ be linear subspaces of $V$ such that

$$Q \text{ is positive definite on } \tilde{V}_0 \times \tilde{V}_0, \text{ negative definite on } \tilde{V}_1 \times \tilde{V}_1.$$  

Then

$$\dim \tilde{V}_0 \leq p \text{ and } \dim \tilde{V}_1 \leq q. \quad (11.44)$$

**Proof.** If the first assertion of (11.44) is false, then $\dim \tilde{V}_0 > p$, so $\dim \tilde{V}_0 + \dim V_1 > n = \dim V$. Hence there exists a nonzero $u \in \tilde{V}_0 \cap V_1$. This would imply that

$$Q(u, u) > 0 \text{ and } Q(u, u) < 0,$$

which is impossible. The proof of the second assertion in (11.44) is parallel.
Exercises

1. Verify Proposition 11.2 for \( V = \mathbb{R}^3 \) and
\[
T = \begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{pmatrix}.
\]

2. Verify Proposition 11.4 for
\[
A = \begin{pmatrix}
0 & -1 & 2 \\
1 & 0 & -3 \\
-2 & 3 & 0
\end{pmatrix}.
\]

3. In the setting of Proposition 11.2, suppose \( S, T \in \mathcal{L}(V) \) are both self-adjoint and suppose they commute, i.e., \( ST = TS \). Show that \( V \) has an orthonormal basis of vectors that are simultaneously eigenvectors of \( S \) and of \( T \).

4. Given \( T = T^* \in \mathcal{L}(V) \) and an orthonormal basis \( \{v_j\} \) of \( V \) such that \( T v_j = \lambda_j v_j \), and given \( f : \text{Spec}(T) \to \mathbb{C} \), define \( f(T) \in \mathcal{L}(V) \) by
\[
f(T)v_j = f(\lambda_j)v_j.
\]
Show that
\[
f(t) = t^k, \ k \in \mathbb{Z}^+ \implies f(T) = T^k,
\]
that
\[
h(t) = f(t)g(t) \implies h(T) = f(T)g(T),
\]
and that
\[
\overline{f}(T) = f(T)^*.
\]

5. If \( T \in \mathcal{L}(V) \) is positive semidefinite, show that
\[
\|T\| = \max\{\lambda : \lambda \in \text{Spec}T\}.
\]
6. If \( S \in \mathcal{L}(V) \), show that \( S^* S \) is positive semidefinite, and
\[
\|S\|^2 = \|S^* S\|.
\]
Show that
\[
\|S\| = \max \{ \lambda^{1/2} : \lambda \in \text{Spec } S^* S \}.
\]

7. Let \( A \in M(n, \mathbb{C}) \) be positive definite, with Cholesky decomposition \( A = L_1 L_1^* \), as in (11.31). Show that \( A \) has another Cholesky decomposition \( A = L_2 L_2^* \) if and only if
\[
L_1 = L_2 D,
\]
with \( D \) diagonal and all diagonal entries \( d_j \) satisfying \( |d_j| = 1 \).

*Hint.* To start, we must have
\[
L_2^{-1} L_1 = L_1^* (L_1^*)^{-1},
\]
both lower triangular and upper triangular, hence diagonal; call it \( D \).

8. If \( V \) is an \( n \)-dimensional real inner product space, and \( T \in \mathcal{L}(V) \), we say \( T \in \text{Skew}(V) \) if and only if \( T^* = -T \). (Compare (11.7).) Show that \( S, T \in \text{Skew}(V) \implies [S, T] \in \text{Skew}(V) \), where
\[
[S, T] = ST - TS.
\]

9. If \( A \in M(n, \mathbb{C}) \) is invertible, its *condition number* \( c(A) \) is defined to be
\[
c(A) = \|A\| \cdot \|A^{-1}\|.
\]
Take the positive definite matrix \( P = (A^* A)^{1/2} \) (see Exercises 4 and 6). Show that
\[
c(A) = c(P) = \frac{\lambda_{\text{max}}(P)}{\lambda_{\text{min}}(P)}.
\]
12. Unitary and orthogonal transformations

Let $V$ be a finite-dimensional inner product space (over $\mathbb{F}$) and $T \in L(V)$. Suppose
\begin{equation}
T^{-1} = T^*.
\end{equation}
If $\mathbb{F} = \mathbb{C}$ we say $T$ is unitary, and if $\mathbb{F} = \mathbb{R}$ we say $T$ is orthogonal. We denote by $U(n)$ the set of unitary transformations on $\mathbb{C}^n$ and by $O(n)$ the set of orthogonal transformations on $\mathbb{R}^n$. Note that (12.1) implies
\begin{equation}
|\det T|^2 = (\det T)(\det T^*) = 1,
\end{equation}
i.e., $\det T \in \mathbb{F}$ has absolute value 1. In particular,
\begin{equation}
T \in O(n) \implies \det T = \pm 1.
\end{equation}
We set
\begin{equation}
SO(n) = \{T \in O(n) : \det T = 1\},
\end{equation}
\begin{equation}
SU(n) = \{T \in U(n) : \det T = 1\}.
\end{equation}

As with self-adjoint and skew-adjoint transformations, the eigenvalues and eigenvectors of unitary transformations have special properties, as we now demonstrate.

**Lemma 12.1.** If $\lambda_j$ is an eigenvalue of a unitary $T \in L(V)$, then $|\lambda_j| = 1$.

**Proof.** Say $Tv_j = \lambda_j v_j$, $v_j \neq 0$. Then
\begin{equation}
\|v_j\|^2 = (T^*Tv_j,v_j) = (Tv_j,Tv_j) = |\lambda_j|^2\|v_j\|^2.
\end{equation}

Next, parallel to Proposition 11.2, we show unitary transformations have eigenvectors forming a basis.

**Proposition 12.2.** If $V$ is a finite-dimensional complex inner product space and $T \in L(V)$ is unitary, then $V$ has an orthonormal basis of eigenvectors of $T$.

**Proof.** Proposition 6.1 implies there is a unit $v_1 \in V$ such that $Tv_1 = \lambda_1 v_1$. Say $\dim V = n$. Let
\begin{equation}
W = \{w \in V : (v_1,w) = 0\}.
\end{equation}
As in the analysis of (11.3) we have $\dim W = n - 1$. We claim
\begin{equation}
T \text{ unitary } \implies T : W \to W.
\end{equation}
Indeed,
\begin{equation}
w \in W \implies (v_1,Tw) = (T^{-1}v_1,w) = \lambda_1^{-1}(v_1,w) = 0 \implies Tw \in W.
\end{equation}
Now, as in Proposition 11.2, an inductive argument gives an orthonormal basis of $W$ consisting of eigenvectors of $T$, so Proposition 12.2 is proven.

Next we have a result parallel to Proposition 11.3:
Proposition 12.3. Assume $T \in \mathcal{L}(V)$ is unitary. If $Tv_j = \lambda_j v_j$ and $Tv_k = \lambda_k v_k$, and $\lambda_j \neq \lambda_k$, then $(v_j, v_k) = 0$.

Proof. Then we have
\[
\lambda_j(v_j, v_k) = (Tv_j, v_k) = (v_j, T^{-1}v_k) = \lambda_k(v_j, v_k),
\]
since $\lambda_k^{-1} = \lambda_k$.

We next examine the structure of orthogonal transformations, in a fashion parallel to our study in §11 of skew-adjoint transformations on $\mathbb{R}^n$. Thus let
\[
(12.9) \quad A : \mathbb{R}^n \longrightarrow \mathbb{R}^n
\]
be orthogonal, so
\[
(12.10) \quad AA^* = I,
\]
which for real matrices is equivalent to $AA^t = I$. Now we can consider
\[
A : \mathbb{C}^n \longrightarrow \mathbb{C}^n,
\]
given by the same matrix as in (12.9), a matrix with real entries. Thus the characteristic polynomial $K_A(\lambda) = \det(\lambda I - A)$ is a polynomial of degree $n$ with real coefficients, so its non-real roots occur in complex conjugate pairs. Thus the elements of Spec$(A)$ other than $\pm 1$ are given by
\[
(12.11) \quad \text{Spec}^\#(A) = \{\omega_1, \ldots, \omega_m, \overline{\omega}_1, \ldots, \overline{\omega}_m\}, \quad \overline{\omega}_j = \omega_j^{-1},
\]
with the various listed eigenvalues mutually distinct. For the sake of concreteness, say $\operatorname{Im} \omega_j > 0$ for each $j \in \{1, \ldots, m\}$. By Proposition 12.2, $\mathbb{C}^n$ has an orthonormal basis of eigenvectors of $A$, and of course each such basis element belongs to $\mathcal{E}(A, \omega_j)$, or to $\mathcal{E}(A, \overline{\omega}_j)$, for some $j \in \{1, \ldots, m\}$, or to $\mathcal{E}(A, 1)$ or $\mathcal{E}(A, -1)$. For each $j \in \{1, \ldots, m\}$, let
\[
(12.12) \quad \{v_{j1}, \ldots, v_{jd_j}\}
\]
be an orthonormal basis of $\mathcal{E}(A, \omega_j)$. Say
\[
(12.13) \quad v_{jk} = \xi_{jk} + i\eta_{jk}, \quad \xi_{jk}, \eta_{jk} \in \mathbb{R}^n.
\]
Then we can take
\[
(12.14) \quad \eta_{jk} = \xi_{jk} - i\eta_{jk} \in \mathbb{C}^n,
\]
and

\[(12.15) \quad \{\overline{v}_j, \ldots, \overline{v}_{j,d_j}\}\]

is an orthonormal basis of $\mathcal{E}(A, \varpi_j)$. Writing

\[\omega_j = c_j + is_j, \quad c_j, s_j \in \mathbb{R},\]

we have

\[(12.16) \quad \omega_j = c_j + is_j, \quad c_j, s_j \in \mathbb{R},\]

we have

\[(12.17) \quad A\xi_{jk} = c_j \xi_{jk} - s_j \eta_{jk},\]

\[(12.18) \quad A\eta_{jk} = s_j \xi_{jk} + c_j \eta_{jk},\]

for $1 \leq k \leq d_j$. Note that

\[(12.19) \quad \operatorname{Span}_\mathbb{C}\{\xi_{jk}, \eta_{jk} : 1 \leq k \leq d_j\} = \mathcal{E}(A, \omega_j) + \mathcal{E}(A, \varpi_j),\]

while we can also take

\[(12.20) \quad \operatorname{Span}_\mathbb{R}\{\xi_{jk}, \eta_{jk} : 1 \leq k \leq d_j\} = \mathcal{H}(A, \omega_j) \subset \mathbb{R}^n,\]

a linear subspace of $\mathbb{R}^n$, of dimension $2d_j$.

Parallel to the arguments involving (11.17)–(11.20), we have that

\[(12.21) \quad \left\{ \frac{1}{\sqrt{2}}\xi_{jk}, \frac{1}{\sqrt{2}}\eta_{jk} : 1 \leq k \leq d_j, 1 \leq j \leq m \right\}\]

is an orthonormal set in $\mathbb{R}^n$, whose linear span over $\mathbb{C}$ coincides with the span of all the eigenspaces of $A$ with eigenvalues $\neq \pm 1$, in $\mathbb{C}^n$.

We have the following conclusion:

**Proposition 12.4.** If $A : \mathbb{R}^n \to \mathbb{R}^n$ is orthogonal, then $\mathbb{R}^n$ has an orthonormal basis in which the matrix representation of $A$ consists of blocks

\[(12.22) \quad \begin{pmatrix} c_j & s_j \\ -s_j & c_j \end{pmatrix}, \quad c_j^2 + s_j^2 = 1,\]

plus perhaps an identity matrix block, if $\mathcal{E}(A, 1) \neq 0$, and a block that is $-I$, if $\mathcal{E}(A, -1) \neq 0$.

**Example 1.** Picking $c, s \in \mathbb{R}$ such that $c^2 + s^2 = 1$, we see that

\[B = \begin{pmatrix} c & s \\ s & -c \end{pmatrix}\]
is orthogonal, with $\det B = -1$. Note that $\text{Spec}(B) = \{1, -1\}$. Thus there is an orthonormal basis of $\mathbb{R}^2$ in which the matrix representation of $B$ is

$$
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
$$

**Example 2.** If $A : \mathbb{R}^3 \to \mathbb{R}^3$ is orthogonal, then there is an orthonormal basis $\{u_1, u_2, u_3\}$ of $\mathbb{R}^3$ in which

$$
A = \begin{pmatrix}
c & -s \\
s & c \\
1
\end{pmatrix}
$$

or

$$
A = \begin{pmatrix}
c & -s \\
s & c \\
1
\end{pmatrix},
$$

depending on whether $\det A = 1$ or $\det A = -1$. (Note we have switched signs on $s$, which is harmless.) Since $c^2 + s^2 = 1$, it follows that there is an angle $\theta$, uniquely determined up to an additive multiple of $2\pi$, such that

$$
c = \cos \theta, \quad s = \sin \theta.
$$

If $\det A = 1$ in (12.22) we say $A$ is a rotation about the axis $u_3$, through an angle $\theta$.

---

### Exercises

1. Let $V$ be a real inner product space. Consider nonzero vectors $u, v \in V$. Show that the angle $\theta$ between these vectors is uniquely defined by the formula

$$
(u, v) = \|u\| \cdot \|v\| \cos \theta, \quad 0 \leq \theta \leq \pi.
$$

Show that $0 < \theta < \pi$ if and only if $u$ and $v$ are linearly independent. Show that

$$
\|u + v\|^2 = \|u\|^2 + \|v\|^2 + 2\|u\| \cdot \|v\| \cos \theta.
$$

This identity is known as the Law of Cosines.

For $V$ as above, $u, v, w \in V$, we define the angle between the line segment from $w$ to $u$ and the line segment from $w$ to $v$ to be the angle between $u - w$ and $v - w$. (We assume $w \neq u$ and $w \neq v$.)
2. Take $V = \mathbb{R}^2$, with its standard orthonormal basis $i = (1, 0), j = (0, 1)$. Let

\[ u = (1, 0), \quad v = (\cos \varphi, \sin \varphi), \quad 0 \leq \varphi < 2\pi. \]

Show that, according to the definition of Exercise 1, the angle $\theta$ between $u$ and $v$ is given by

\[ \theta = \varphi \quad \text{if} \quad 0 \leq \varphi \leq \pi, \]
\[ 2\pi - \varphi \quad \text{if} \quad \pi \leq \varphi < 2\pi. \]

3. Let $V$ be a real inner product space and let $R \in \mathcal{L}(V)$ be orthogonal. Show that if $u, v \in V$ are nonzero and $\tilde{u} = Ru, \tilde{v} = Rv$, then the angle between $u$ and $v$ is equal to the angle between $\tilde{u}$ and $\tilde{v}$. Show that if $\{e_j\}$ is an orthonormal basis of $V$, there exists an orthogonal transformation $R$ on $V$ such that $Ru = \|u\| e_1$ and $Rv$ is in the linear span of $e_1$ and $e_2$.

4. Consider a triangle as in Fig. 12.1. Show that

\[ h = c \sin A, \]

and also

\[ h = a \sin C. \]

Use these calculations to show that

\[ \frac{\sin A}{a} = \frac{\sin C}{c} = \frac{\sin B}{b}. \]

This identity is known as the Law of Sines.
Exercises 5–11 deal with cross products of vectors in \( \mathbb{R}^3 \). One might reconsider these when reading Appendix F.

5. If \( u, v \in \mathbb{R}^3 \), we define the cross product \( u \times v = \Pi(u, v) \) to be the unique bilinear map \( \Pi : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R} \) satisfying

\[
\begin{align*}
\quad & u \times v = -v \times u, \quad \text{and} \\
\quad & i \times j = k, \quad j \times k = i, \quad k \times i = j,
\end{align*}
\]

where \( \{ i, j, k \} \) is the standard basis of \( \mathbb{R}^3 \).

**Note.** To say \( \Pi \) is bilinear is to say \( \Pi(u, v) \) is linear in both \( u \) and \( v \).

Show that, for all \( u, v, w \in \mathbb{R}^3 \),

\[
(12.24) \quad w \cdot (u \times v) = \det \begin{pmatrix} w_1 & u_1 & v_1 \\ w_2 & u_2 & v_2 \\ w_3 & u_3 & v_3 \end{pmatrix},
\]

and show that this property uniquely specifies \( u \times v \).

6. Recall that \( T \in SO(3) \) provided that \( T \) is a real \( 3 \times 3 \) matrix satisfying \( T^tT = I \) and \( \det T > 0 \), (hence \( \det T = 1 \)). Show that

\[
(12.25) \quad T \in SO(3) \implies Tu \times Tv = T(u \times v).
\]

**Hint.** Multiply the \( 3 \times 3 \) matrix in Exercise 5 on the left by \( T \).

7. Show that, if \( \theta \) is the angle between \( u \) and \( v \) in \( \mathbb{R}^3 \), then

\[
(12.26) \quad \|u \times v\| = |\|u\| \cdot \|v\| \cdot |\sin \theta| |
\]

More generally, show that for all \( u, v, w, x \in \mathbb{R}^3 \),

\[
(12.27) \quad (u \times v) \cdot (w \times x) = (u \cdot w)(v \cdot x) - (u \cdot x)(v \cdot w).
\]

**Hint.** Check (12.26) for \( u = i, \ v = ai + bj \), and use Exercise 6 to show this suffices. As for (12.27), check for \( u, v, w, x \) various cases of \( i, j, k \).

8. Show that \( \kappa : \mathbb{R}^3 \to \text{Skew}(3) \), the set of antisymmetric real \( 3 \times 3 \) matrices, given by

\[
(12.28) \quad \kappa(y) = \begin{pmatrix} 0 & -y_3 & y_2 \\ y_3 & 0 & -y_1 \\ -y_2 & y_1 & 0 \end{pmatrix}, \quad y = \begin{pmatrix} y_1 \\ y_2 \\ y_3 \end{pmatrix},
\]
satisfies
\[(12.29)\quad \kappa(y)x = y \times x.\]

Show that, with \([A, B] = AB - BA,\]
\[(12.30)\quad \kappa(x \times y) = [\kappa(x), \kappa(y)],\]
\[\operatorname{Tr}(\kappa(x)\kappa(y)^t) = 2x \cdot y.\]

9. Show that if \(u, v, w \in \mathbb{R}^3,\) then
\[(u \times v) \times w = u \times (v \times w) - v \times (u \times w).\]
Using Exercise 8, relate this to the identity
\[\left[\left[ A, B \right], C \right] = \left[ A, \left[ B, C \right] \right] - \left[ B, \left[ A, C \right] \right],\]
for \(A, B, C \in M(n, \mathbb{R})\) (with \(n = 3\)).

10. Show that, if \(u, v, w, \in \mathbb{R}^3,\)
\[v \times (u \times w) = (u \cdot v)w - (v \cdot w)u.\]

11. Deduce from (12.24) that, for \(u, v, w \in \mathbb{R}^3,\)
\[u \cdot (v \times w) = (u \times v) \cdot w.\]

12. Demonstrate the following result, which contains both Proposition 11.2 and Proposition 12.2. Let \(V\) be a finite dimensional inner product space. We say \(T : V \to V\) is normal provided \(T\) and \(T^*\) commute, i.e.,
\[(12.31)\quad TT^* = T^*T.\]

**Proposition** If \(V\) is a finite dimensional complex inner product space and \(T \in \mathcal{L}(V)\) is normal, then \(V\) has an orthonormal basis of eigenvectors of \(T.\)

**Hint.** Write \(T = A + iB,\) \(A\) and \(B\) self adjoint. Then (12.31) \(\Rightarrow AB = BA.\) Apply Exercise 3 of §11.

13. Extend the scope of Exercise 7 in §9, on QR factorization, as follows. Let \(A \in \mathcal{G}(n, \mathbb{C})\) have columns \(a_1, \ldots, a_n \in \mathbb{C}^n.\) Use the Gramm-Schmidt construction to produce an orthonormal basis \(\{q_1, \ldots, q_n\}\) of \(\mathbb{C}^n\) such that \(\operatorname{Span}\{a_1, \ldots, a_j\} = \operatorname{Span}\{q_1, \ldots, q_j\}\) for \(1 \leq j \leq n.\) Denote by \(Q \in U(n)\) the matrix with columns \(q_1, \ldots, q_n.\) Show that
\[A = QR,\]
where \(R\) is the same sort of upper triangular matrix as described in that Exercise 7.
13. The Jordan canonical form

Let \( V \) be an \( n \)-dimensional complex vector space, and suppose \( T : V \to V \). The following result gives the Jordan canonical form for \( T \).

**Proposition 13.1.** There is a basis of \( V \) with respect to which \( T \) is represented as a direct sum of blocks of the form

\[
\begin{pmatrix}
\lambda_j & 1 \\
& \ddots \\
& & \ddots & 1 \\
& & & & \lambda_j
\end{pmatrix},
\]

(13.1)

In light of Proposition 7.6 on generalized eigenspaces, together with Proposition 8.1 characterizing nilpotent operators and the discussion around (8.7), to prove Proposition 13.1 it suffices to establish such a Jordan canonical form for a nilpotent transformation \( N : V \to V \). (Then \( \lambda_j = 0 \).) We turn to this task.

Given \( v_0 \in V \), let \( m \) be the smallest integer such that \( N^m v_0 = 0 \); \( m \leq n \). If \( m = n \), then \( \{v_0, Nv_0, \ldots, N^{m-1}v_0\} \) gives a basis of \( V \) putting \( N \) in Jordan canonical form, with one block of the form (13.1) (with \( \lambda_j = 0 \)). In any case, we call \( \{v_0, \ldots, N^{m-1}v_0\} \) a string. To obtain a Jordan canonical form for \( N \), it will suffice to find a basis of \( V \) consisting of a family of strings. We will establish that this can be done by induction on \( \dim V \). It is clear for \( \dim V \leq 1 \).

So, given a nilpotent \( N : V \to V \), we can assume inductively that \( V_1 = N(V) \) has a basis that is a union of strings:

\[
\{v_j, Nv_j, \ldots, N^{\ell_j}v_j\}, \quad 1 \leq j \leq d.
\]

(13.2)

Furthermore, each \( v_j \) has the form \( v_j = Nw_j \) for some \( w_j \in V \). Hence we have the following strings in \( V \):

\[
\{w_j, v_j = Nw_j, Nv_j, \ldots, N^{\ell_j}v_j\}, \quad 1 \leq j \leq d.
\]

(13.3)

Note that the vectors in (13.3) are linearly independent. To see this, apply \( N \) to a linear combination and invoke the independence of the vectors in (13.2).

Now, pick a set \( \{\zeta_1, \ldots, \zeta_\nu\} \subset V \) which, together with the vectors in (13.3) form a basis of \( V \). Then each \( N\zeta_j \) can be written \( N\zeta_j = N\zeta_j' \) for some \( \zeta_j' \) in the linear span of the vectors in (13.3), so

\[
z_1 = \zeta_1 - \zeta_1', \ldots, z_\nu = \zeta_\nu - \zeta_\nu'.
\]

(13.4)
also together with (13.3) forms a basis of $V$, and furthermore $z_j \in \mathcal{N}(N)$. Hence the strings

\[(13.5) \quad \{w_j, v_j, \ldots, N^{\ell_j}v_j\}, \quad 1 \leq j \leq d, \quad \{z_1\}, \ldots, \{z_\nu\}\]

provide a basis of $V$, giving $N$ its Jordan canonical form.

There is some choice in producing bases putting $T \in \mathcal{L}(V)$ in block form. So we ask, in what sense is the Jordan form canonical? The answer is that the sizes of the various blocks is independent of the choices made. To show this, again it suffices to consider the case of a nilpotent $N : V \to V$. Let $\beta(k)$ denote the number of blocks of size $k \times k$ in a Jordan decomposition of $N$, and let $\beta = \sum_k \beta(k)$ denote the total number of blocks. Note that $\dim \mathcal{N}(N) = \beta$. Also $\dim \mathcal{N}(N^2) > \dim \mathcal{N}(N)$ by $\beta - \beta(1)$. In fact, generally,

\[
\begin{align*}
\dim \mathcal{N}(N) &= \beta, \\
\dim \mathcal{N}(N^2) &= \dim \mathcal{N}(N) + \beta - \beta(1), \\
\vdots \\
\dim \mathcal{N}(N^{k+1}) &= \dim \mathcal{N}(N^k) + \beta - \beta(1) - \cdots - \beta(k). 
\end{align*}
\]

These identities specify $\beta$ and then inductively each $\beta(k)$ in terms of $\dim \mathcal{N}(N^j)$, $1 \leq j \leq k + 1$.

---

**Exercises**

1. Produce Jordan canonical forms for each of the following matrices.

\[
\begin{pmatrix}
2 & 3 & 3 \\
0 & 2 & 3 \\
0 & 0 & 1
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 1 \\
0 & 2 & 0 \\
-1 & 0 & -1
\end{pmatrix}, \quad \begin{pmatrix}
1 & 2 & 0 \\
3 & 1 & 3 \\
0 & -2 & 1
\end{pmatrix}, \quad \begin{pmatrix}
0 & 1 & 2 \\
0 & 0 & 3 \\
0 & 0 & 0
\end{pmatrix}.
\]

2. Produce the Jordan canonical form for the companion matrix associated with the polynomial $p(\lambda) = \lambda(\lambda - 1)^2$.

3. In the setting of Exercise 2, take $p(\lambda) = (\lambda - 1)^3$. 
4. Given $A \in M(n, \mathbb{C})$, show that each eigenvalue of $A$ occurs in only one Jordan block of its canonical form if and only if the minimal polynomial $m_A(\lambda)$ is equal to the characteristic polynomial $K_A(\lambda)$.

5. Guided by Exercises 2–3, formulate a conjecture about the minimal polynomial and the Jordan normal form of a companion matrix. See if you can prove it. Relate this to Exercise 11 in §25.

6. The number $\beta(k)$ appearing in (13.6) is the number of strings of length $k$ in a string basis of $V$, associated to $N$. Show that (13.6) is equivalent to

$$\dim \mathcal{N}(N^{k+1}) = \dim \mathcal{N}(N^k) + \gamma(k),$$

where $\gamma(k)$ is the number of strings of length $> k$ in such a string basis.

7. Try the following endgame for the proof of Proposition 13.1 (for a nilpotent $N$). Having enlarged the string basis (13.2) of $\mathcal{R}(N)$ to the longer strings (13.3) (and checked linear independence of this enlarged set), take the set of (linearly independent) elements $N^{\ell} v_j$, $1 \leq j \leq d$ of $\mathcal{N}(N)$ (the “ends” of these strings), and enlarge this to a basis of $\mathcal{N}(N)$, say by adding $\xi_1, \ldots, \xi_\nu$. Show that the elements (13.3) together with $\{\xi_1\}, \ldots, \{\xi_\nu\}$, form a string basis of $V$.

**Hint.** First check that these vectors are all linearly independent. Apply $N$ to a linear combination. For the spanning property, it might be useful to recall that $\dim V = \dim \mathcal{R}(N) + \dim \mathcal{N}(N)$.

8. Assume $A \in M(n, \mathbb{C})$ and, for each $\lambda_j \in \text{Spec } A$, the largest Jordan block of $A$, of the form (13.1), has size $k_j \times k_j$. Show that the minimal polynomial $m_A(\lambda)$ of $A$ is

$$\prod_j (\lambda - \lambda_j)^{k_j}.$$ 

Show that $m_A(\lambda) = K_A(\lambda)$ (the characteristic polynomial) if and only if each $\lambda_j \in \text{Spec } A$ appears in only one Jordan block.
14. Schur’s upper triangular representation

Let $V$ be an $n$-dimensional complex vector space, equipped with an inner product, and let $T \in \mathcal{L}(V)$. The following is an important alternative to Proposition 13.1.

**Proposition 14.1.** There is an orthonormal basis of $V$ with respect to which $T$ has an upper triangular form.

Note that an upper triangular form with respect to some basis was achieved in (8.8), but there the basis was not guaranteed to be orthonormal. We will obtain Proposition 14.1 as a consequence of

**Proposition 14.2.** There is a sequence of vector spaces $V_j$ of dimension $j$ such that

\[(14.1) \quad V = V_n \supset V_{n-1} \supset \cdots \supset V_1\]

and

\[(14.2) \quad T: V_j \to V_j.\]

We show how Proposition 14.2 implies Proposition 14.1. In fact, given (14.1)–(14.2), pick $u_n \perp V_{n-1}$, a unit vector, then pick a unit $u_{n-1} \in V_{n-1}$ such that $u_{n-1} \perp V_{n-2}$, and so forth, to achieve the conclusion of Proposition 14.1.

Meanwhile, Proposition 14.2 is a simple inductive consequence of the following result.

**Lemma 14.3.** Given $T \in \mathcal{L}(V)$ as above, there is a linear subspace $V_{n-1}$, of dimension $n-1$, such that $T: V_{n-1} \to V_{n-1}$.

**Proof.** We apply Proposition 6.1 to $T^*$ to obtain a nonzero $v_1 \in V$ such that $T^*v_1 = \lambda v_1$, for some $\lambda \in \mathbb{C}$. Then the conclusion of Lemma 14.3 holds with $V_{n-1} = \langle v_1 \rangle^\perp$.

---

**Exercises**

1. Put the following matrices in Schur upper triangular form.

\[
\begin{pmatrix}
1 & 0 & 1 \\
0 & 2 & 0 \\
-1 & 0 & -1 \
\end{pmatrix}, \quad \begin{pmatrix}
0 & 2 & 0 \\
3 & 0 & 3 \\
0 & -2 & 0 
\end{pmatrix}.
\]
2. Let \( D(n) \subset M(n, \mathbb{C}) \) denote the set of matrices all of whose eigenvalues are distinct. Show that \( D(n) \) is dense in \( M(n, \mathbb{C}) \), i.e., given \( A \in M(n, \mathbb{C}) \), there exist \( A_k \in D(n) \) such that \( A_k \to A \).

*Hint.* Pick an orthonormal basis to put \( A \) in upper triangular form and tweak the diagonal entries.

3. Fill in the details in the following proposed demonstration of the Cayley-Hamilton theorem, i.e.,

\[
K_A(\lambda) = \det(\lambda I - A) \implies K_A(A) = 0, \quad \forall A \in M(n, \mathbb{C}).
\]

First, demonstrate this for \( A \) diagonal, then for \( A \) diagonalizable, hence for \( A \in D(n) \). Show that \( \Phi(A) = K_A(A) \) defines a continuous map \( \Phi \) on \( M(n, \mathbb{C}) \). Then use Exercise 2.

4. In the setting of Proposition 14.1, let \( S,T \in \mathcal{L}(V) \) commute, i.e., \( ST = TS \). Show that \( V \) has an orthonormal basis with respect to which \( S \) and \( T \) are simultaneously in upper triangular form.

*Hint.* Start by extending Lemma 14.3.

5. Let \( A \in \mathcal{L}(\mathbb{R}^n) \). Show that there is an orthonormal basis of \( \mathbb{R}^n \) with respect to which \( A \) has an upper triangular form if and only if all the eigenvalues of \( A \) are real.

6. If \( A = (a_{jk}) \in M(n, \mathbb{C}) \) has eigenvalues \( \{\lambda_1, \ldots, \lambda_n\} \) (repeated according to multiplicity), demonstrate the “Schur inequality”

\[
\sum_{j=1}^{n} |\lambda_j|^2 \leq \sum_{j,k} |a_{jk}|^2.
\]

*Hint.* Recall material on Hilbert-Schmidt norms, from §10.

7. In the setting of Exercise 6, show that the asserted inequality is an equality if and only if \( A \) is normal. (Recall Exercise 9 of §12.)

8. Apply Exercise 6 when \( A \) is the companion matrix of the polynomial \( p(\lambda) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0 \), as in (8.17).
15. Polar decomposition and singular value decomposition

For complex numbers, polar decomposition is the representation

\[ z = re^{i\theta}, \]

for a given \( z \in \mathbb{C} \), with \( r \geq 0 \) and \( \theta \in \mathbb{R} \). In fact, \( r = |z| = (z\overline{z})^{1/2} \). If \( z \neq 0 \), then \( r > 0 \) and \( e^{i\theta} \) is uniquely determined. The following is a first version of polar decomposition for square matrices.

**Proposition 15.1.** If \( A \in M(n, \mathbb{C}) \) is invertible, then it has a unique factorization

\[ A = KP, \quad K \in U(n), \quad P = P^*, \quad \text{positive definite.} \]

**Proof.** If \( A \) has such a factorization, then

\[ A^*A = P^2. \]

Conversely, if \( A \) is invertible, then \( A^*A \) is self adjoint and positive definite, and, as seen in §11, all its eigenvalues \( \lambda_j \) are > 0, and there exists an orthonormal basis \( \{v_j\} \) of \( \mathbb{C}^n \) consisting of associated eigenvectors. Thus, we obtain (15.3) with

\[ Pv_j = \lambda_j^{1/2} v_j. \]

In such a case, we have \( A = KP \) if we set

\[ K = AP^{-1}. \]

We want to show that \( K \in U(n) \). It suffices to show that

\[ \|Ku\| = \|u\| \]

for all \( u \in \mathbb{C}^n \). To see this, note that, for \( v \in \mathbb{C}^n \),

\[ \|KPv\|^2 = \|Av\|^2 = (Av, Av) = (A^*Av, v) = (P^2v, v) = \|Pv\|^2. \]

This gives (15.6) whenever \( u = Pv \), but \( P \) is invertible, so we do have (15.6) for all \( u \in \mathbb{C}^n \). This establishes the existence of the factorization (15.2).

The formulas (15.4)–(15.5) for \( P \) and \( K \) establish uniqueness.

Here is the real case.
Proposition 15.2. If \( A \in M(n, \mathbb{R}) \) is invertible, then it has a unique factorization
\[
A = KP, \quad K \in O(n), \quad P = P^*, \text{ positive definite.}
\]

Proof. In the proof of Proposition 15.1, adapted to the current setting, \( \mathbb{R}^n \) has an orthonormal basis \( \{v_j\} \) of eigenvectors of \( A^*A \), so (15.4) defines a positive definite \( P \in M(n, \mathbb{R}) \). Then \( K = AP^{-1} \) is unitary and belongs to \( M(n, \mathbb{R}) \), so it belongs to \( O(n) \).

We extend Proposition 15.1 to non-invertible matrices.

Proposition 15.3. If \( A \in M(n, \mathbb{C}) \), then it has a factorization of the form (15.2), with \( P \) positive semidefinite.

Proof. We no longer assert uniqueness of \( K \) in (15.2). However, \( P \) is still uniquely defined by (15.3)–(15.4). This time we have only \( \lambda_j \geq 0 \), so \( P \) need not be invertible, and we cannot bring in (15.5). Instead, we proceed as follows. First, somewhat parallel to (15.7), we have
\[
\|Pv\|^2 = (P^2v, v) = (A^*Av, v) = \|Av\|^2,
\]
for all \( v \in \mathbb{C}^n \). Hence \( \mathcal{N}(P) = \mathcal{N}(A) \), and we have the following orthogonal, direct sum decomposition, with \( v_j \) as in (15.4):
\[
\mathbb{C}^n = V_0 \oplus V_1, \quad V_0 = \text{Span}\{v_j : \lambda_j > 0\}, \quad V_1 = \mathcal{N}(P) = \mathcal{N}(A).
\]
We set
\[
Q : V_0 \rightarrow V_0, \quad Qv_j = \lambda_j^{-1/2}v_j, \\
K_0 : V_0 \rightarrow \mathbb{C}^n, \quad K_0v = AQv.
\]
It follows that
\[
K_0Pv = Av, \quad \forall v \in V_0,
\]
and that (15.7) holds for all \( v \in V_0 \), so \( K_0 : V_0 \rightarrow \mathbb{C}^n \) is an injective isometry. Now we can define
\[
K_1 : V_1 \rightarrow \mathcal{R}(K_0)^\perp
\]
to be any isometric isomorphism between \( V_1 \) and \( \mathcal{R}(K_0)^\perp \), which have the same dimension. Then we set
\[
K = K_0 \oplus K_1 : V_0 \oplus V_1 \rightarrow \mathbb{C}^n,
\]
which is an isometric isomorphism, hence an element of \( U(n) \). We have
\[
KPv = Av,
\]
both for \( v \in V_0 \), by (15.12), and for \( v \in V_1 = \mathcal{N}(P) = \mathcal{N}(A) \), thus proving Proposition 15.3.

Parallel to Proposition 15.2, there is the following analogue of Proposition 15.3 for real matrices.
Proposition 15.4. If \( A \in M(n, \mathbb{R}) \), then it has a factorization of the form (15.8), with \( P \) positive semidefinite.

We now deduce from Propositions 15.3–15.4 the following factorization.

Proposition 15.5. If \( A \in M(n, \mathbb{C}) \), then we can write

\[
A = UDV^*, \quad U, V \in U(n), \quad D \in M(n, \mathbb{C}) \text{ diagonal},
\]

in fact,

\[
D = \begin{pmatrix}
d_1 \\
\vdots \\
d_n
\end{pmatrix}, \quad d_j \geq 0.
\]

If \( A \in M(n, \mathbb{R}) \), we have (15.16) with \( U, V \in O(n) \).

A factorization of the form (15.16)–(15.17) is called a singular value decomposition of \( A \). The elements \( d_j \) in (15.17) that are > 0 are called the singular values of \( A \).

Proof. By Proposition 15.3 we have \( A = KP \), with \( K \in U(n) \), \( P \) positive semidefinite. By results of §11, we have \( P = VDV^* \), for some \( V \in U(n) \), \( D \) as in (15.17). Hence (15.16) holds with \( U = KV \). If \( A \in M(n, \mathbb{R}) \), a similar use of Proposition 15.4 applies.

Finally, we extend the singular value decomposition to rectangular matrices.

Proposition 15.6. If \( A \in M(m \times n, \mathbb{C}) \), so \( A : \mathbb{C}^n \to \mathbb{C}^m \), then we can write

\[
A = UDV^*, \quad U \in U(m), \quad V \in U(n),
\]

and

\[
D \in M(m \times n, \mathbb{C}) \text{ diagonal, with diagonal entries } d_j \geq 0.
\]

Proof. We treat the case

\[
A : \mathbb{C}^n \to \mathbb{C}^m, \quad m = n + k > n.
\]

If \( m < n \), one can apply the following argument to \( A^* \).
When (15.20) holds, we can write

\[(15.21) \quad KA = \begin{pmatrix} B \\ 0 \end{pmatrix}, \quad K \in U(m), \ B \in M(n, \mathbb{C}), \ 0 \in M(k \times n, \mathbb{C}).\]

By Proposition 15.5, we can write

\[(15.22) \quad B = WD_0V^*, \ W, V \in U(n), \ D_0 \text{ diagonal},\]

so

\[(15.23) \quad KA = \begin{pmatrix} WD_0V^* \\ 0 \end{pmatrix} = \begin{pmatrix} W \\ I \end{pmatrix} \begin{pmatrix} D_0 \\ 0 \end{pmatrix} V^*,\]

and hence (15.18) holds with

\[(15.24) \quad U = K^{-1} \begin{pmatrix} W \\ I \end{pmatrix}, \ D = \begin{pmatrix} D_0 \\ 0 \end{pmatrix}.\]

There is a similar result for real rectangular matrices.

**Proposition 15.7.** If \(A \in M(m \times n, \mathbb{R})\), then we can write

\[(15.25) \quad A = UDV^*, \ U \in O(m), \ V \in O(n),\]

and \(D\) as in (15.19).

**Remark.** As in the setting of Proposition 15.5, the nonzero quantities \(d_j\) in (15.19) are called the singular values of \(A\).

### Exercises

1. In the setting of Proposition 15.6, show that \(D^*D \in M(n, \mathbb{C})\) and \(DD^* \in M(m, \mathbb{C})\) are both diagonal matrices, whose nonzero diagonal entries are precisely the squares of the singular values of \(A\).

2. In the setting of Exercise 1, show that one has unitarily equivalent matrices

\[A^*A \sim D^*D, \quad AA^* \sim DD^*\]

Deduce that the squares of the singular values of \(A\) coincide with the nonzero eigenvalues of \(A^*A\) and with the nonzero eigenvalues of \(AA^*\).
3. Produce singular value decompositions for the following matrices.

\[
\begin{pmatrix}
1 & 0 & 1 \\
0 & 2 & 0 \\
1 & 0 & -1
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 1 & 2 \\
0 & 2 & 0 & 2 \\
1 & 0 & -1 & 2
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 1 \\
0 & 2 & 0 \\
1 & 0 & -1 \\
2 & 2 & 2
\end{pmatrix}.
\]

4. Assume \( A \in M(m \times n, \mathbb{C}) \) has the SVD form (15.18)–(15.19). Let \( \{u_j\} \) denote the columns of \( U \), \( \{v_j\} \) the columns of \( V \). Show that, for \( x \in \mathbb{C}^n \),

\[
Ax = \sum_j d_j(x, v_j)u_j.
\]

5. In the setting of Exercise 1, assume that \( j > J \Rightarrow d_j \leq \delta \). Define \( A_J : \mathbb{C}^n \to \mathbb{C}^m \) by

\[
A_J x = \sum_{j \leq J} d_j(x, v_j)u_j.
\]

Show that

\[
\|A - A_J\| \leq \delta.
\]

For a discussion of the relevance of this estimate to image compression, see pp. 332–333 of [S].

6. Let \( A \in M(n, \mathbb{C}) \) be positive definite. Apply to \( A^{1/2} \) the QR factorization described in Exercise 10 of §12:

\[
A^{1/2} = QR, \quad Q \in U(n), \quad R \text{ upper triangular}.
\]

Deduce that

\[
A = LL^*, \quad L = R^* \text{ lower triangular}.
\]

This is a Cholesky decomposition. Use Exercise 7 of §11 to compare this with (11.31).
16. Dual spaces

If $V$ is an $n$-dimensional vector space over $\mathbb{F}$ ($\mathbb{R}$ or $\mathbb{C}$), its dual space $V'$ is defined to be the space of linear transformations

\[(16.1) \quad w : V \longrightarrow \mathbb{F}.\]

We often use the notation

\[(16.2) \quad w(v) = \langle v, w \rangle, \quad v \in V, \ w \in V',\]

to denote this action. The space $V'$ is a vector space, with vector operations

\[(16.3) \quad \langle v, w_1 + w_2 \rangle = \langle v, w_1 \rangle + \langle v, w_2 \rangle, \quad \langle v, aw \rangle = a\langle v, w \rangle.\]

If $\{e_1, \ldots, e_n\}$ is a basis of $V$, then an element $w \in V'$ is uniquely determined by its action on these basis elements:

\[(16.4) \quad \langle a_1e_1 + \cdots + a_ne_n, w \rangle = \sum a_jw_j, \quad w_j = \langle e_j, w \rangle.\]

Note that we can write

\[(16.5) \quad w = \sum_{j=1}^{n} w_j \varepsilon_j,\]

where $\varepsilon_j \in V'$ is determined by

\[(16.6) \quad \langle e_j, \varepsilon_k \rangle = \delta_{jk},\]

where $\delta_{jk} = 1$ if $j = k$, 0 otherwise. It follows that each $w \in V'$ is written uniquely as a linear combination of $\{\varepsilon_1, \ldots, \varepsilon_n\}$. Hence

\[(16.7) \quad \{\varepsilon_1, \ldots, \varepsilon_n\} \text{ is a basis of } V'.\]

We say $\{\varepsilon_1, \ldots, \varepsilon_n\}$ is the dual basis to $\{e_1, \ldots, e_n\}$. It also follows that

\[(16.8) \quad \dim V = n \implies \dim V' = n.\]

Note that, not only is (16.2) linear in $v \in V$ for each $w \in V'$, it is also linear in $w \in V'$ for each $v \in V$. This produces a natural map

\[(16.9) \quad j : V \longrightarrow (V')'.\]

**Proposition 16.1.** If $\dim V < \infty$, the map $j$ in (16.9) is an isomorphism.
**Proof.** This follows readily from the material (16.4)–(16.8), as the reader can verify.

**Remark.** If \( \dim V = \infty \), it still follows that \( j \) in (16.9) is injective, though we do not show this here. However, \( j \) is typically not surjective in such a case. In the rest of this section, we assume all vector spaces under discussion are finite dimensional.

**Remark.** Given \( \{ \varepsilon_1, \ldots, \varepsilon_n \} \) in (16.5)–(16.7) as the basis of \( V' \) dual to \( \{ e_1, \ldots, e_n \} \), its dual basis in turn is

(16.10) \[ \{ e_1, \ldots, e_n \}, \]

under the identification

(16.11) \[ V \cong (V')' \]

of Proposition 16.1.

We turn to associating to a linear map \( A : V \to W \) between two finite dimensional vector spaces the *transpose*,

(16.12) \[ A^t : W' \to V', \]

defined by

(16.13) \[ \langle v, A^t \omega \rangle = \langle Av, \omega \rangle, \quad v \in V, \ \omega \in W'. \]

It is readily verified that, under (16.11) and its counterpart \( (W')' \cong W \),

(16.14) \[ (A')^t = A. \]

If also \( B : W \to X \), with transpose \( B^t : X' \to W' \), then

(16.15) \[ (BA)^t = A^t B^t. \]

---

**Exercises**

1. Show that if \( \dim V < \infty \) and \( A \in \mathcal{L}(V) \), with transpose \( A^t \in \mathcal{L}(V') \), one has

\[ \text{Spec } A^t = \text{Spec } A. \]
2. Let $P_n$ denote the space of polynomials in $x$ of degree $\leq n$. Consider $A : P_n \to P_n$, given by $Ap(x) = p'(x)$. Write out the matrix representation of $A^t : P_n' \to P_n'$, with respect to the basis $\{\psi_0, \psi_1, \ldots, \psi_n\}$ of $P_n'$ defined by

$$\langle p, \psi_k \rangle = p(k).$$

3. Take the following basis $\{\delta_k : 0 \leq k \leq n\}$ of $P_n'$,

$$\langle p, \delta_k \rangle = p^{(k)}(0).$$

Express $\{\psi_k\}$ as a linear combination of $\{\delta_k\}$, and vice-versa.

4. Given the basis $\{\psi_k\}$ of $P_n'$ in Exercise 2, write out the dual basis of $P_n$.

5. Given the basis $\{q_k(x) = x^k : 0 \leq k \leq n\}$ of $P_n$, express the dual basis $\{\varepsilon_k : 0 \leq k \leq n\}$ of $P_n'$ as a linear combination of $\{\psi_k\}$, described in Exercise 2, and also as a linear combination of $\{\delta_k\}$, described in Exercise 3.

6. If $\dim V < \infty$, show that the trace yields natural isomorphisms

$$L(V)' \approx L(V), \quad L(V')' \approx L(V'),$$

via

$$\langle A, B \rangle = \text{Tr} AB, \quad A, B \in L(V),$$

and

$$\langle A, C \rangle = \text{Tr} AC^t, \quad C \in L(V').$$

7. Let $V$ be a real vector space, of dimension $n$. Show that there is a natural one-to-one correspondence (given by $(u, v) = \langle u, \iota(v) \rangle$) between

(A) inner products on $V$ (as discussed in §9)

(B) isomorphisms $\iota : V \to V'$ having the property that $\iota$ coincides with $\iota^t : V \to V'$,

where we identify $V''$ with $V$ as in (16.9), and the property that

$$0 \neq u \in V \implies \langle u, \iota(u) \rangle > 0.$$
17. Convex sets

Here $V$ will be a vector space over $\mathbb{R}$, of dimension $n$. We assume $V$ is an inner product space. We could just put $V = \mathbb{R}^n$, carrying the standard dot product, but it is convenient to express matters in a more general setting.

A subset $K \subset V$ is called convex if

$$x, y \in K, \ 0 \leq t \leq 1 \Rightarrow tx + (1 - t)y \in K.$$  

In other words, we require that if $x$ and $y$ are in $K$, then the line segment joining $x$ and $y$ is also in $K$. We will mainly be interested in closed convex sets. A set $S \subset V$ is closed if, whenever $x_\nu \in S$ and $x_\nu \to x$ (we say $x$ is a limit point), then $x \in S$. The closure $\overline{S}$ of a set $S$ contains $S$ and all its limit points. It readily follows that if $K \subset V$ is convex, so is $\overline{K}$.

Here is a useful result about convex sets.

**Proposition 17.1.** If $K \subset V$ is a nonempty, closed, convex set and $p \in V \setminus K$, then there is a unique point $q \in K$ such that

$$|q - p| = \inf_{x \in K} |x - p|.$$  

**Proof.** The existence of such a distance minimizer follows from basic properties of closed subsets of $\mathbb{R}^n$; cf. Chapter 2 of [T0]. As for the uniqueness, if $p \notin K$ and $q, q' \in K$ satisfy

$$|q - p| = |q' - p|,$$

and if $q \neq q'$, then one verifies that $\tilde{q} = (q + q')/2$ satisfies

$$|\tilde{q} - p| < |q - p|.$$  

The uniqueness property actually characterizes convexity:

**Proposition 17.2.** Let $K \subset V$ be a closed, nonempty set, with the property that, for each $p \in V \setminus K$, there is a unique $q \in K$ such that (17.2) holds. Then $K$ is convex.

**Proof.** If $x, y \in K$, $t_0 \in (0, 1)$, and $t_0x + (1 - t_0)y \notin K$, one can find $t_1 \in (0, 1)$ and $p = t_1x + (1 - t_1)y \notin K$ equidistant from two distinct points $q$ and $q'$ realizing (17.2). Details are left to the reader.

Closed convex sets can be specified in terms of which half-spaces contain them. A closed half-space in $V$ is a subset of $V$ of the form

$$\{x \in V : \alpha(x) \leq \alpha_0\}$$

for some $\alpha_0 \in \mathbb{R}$, some nonzero $\alpha \in V'$. Here is the basic result.
Proposition 17.3. Let \( K \subset V \) be a closed convex set, and let \( p \in V \setminus K \). Then there exists a nonzero \( \alpha \in V' \) and an \( \alpha_0 \in \mathbb{R} \) such that

\[
\begin{align*}
\alpha(p) &> \alpha_0, \quad \alpha(x) \leq \alpha_0, \quad \forall x \in K, \quad \text{and} \\
\alpha(q) &= \alpha_0 \quad \text{for some } q \in K.
\end{align*}
\] (17.6)

Proof. Using Proposition 17.1, take \( q \in K \) such that (17.2) holds. Then let \( \alpha(x) = (x, p - q) \) (the inner product). Then one can verify that (17.6) holds, with \( \alpha_0 = (q, p - q) \).

Corollary 17.4. In the setting of Proposition 17.3, given \( p \in V \setminus K \), there exists a closed half-space \( H \), with boundary \( \partial H = L \), such that

\[
\begin{align*}
p \notin H, \quad K \subset H, \quad K \cap L &\neq \emptyset.
\end{align*}
\] (17.7)

Corollary 17.5. If \( K \subset V \) is a nonempty, closed, convex set, then \( K \) is the intersection of the collection of all closed half-spaces containing \( K \).

A set \( L = \partial H \), where \( H \) is a closed half-space satisfying \( K \subset H, \ K \cap L \neq \emptyset \), is called a supporting hyperplane of \( K \). If \( K \) is a compact, convex set, one can pick any nonzero \( \alpha \in V' \), and consider

\[
L = \{x \in V : \alpha(x) = \alpha_0\}, \quad \alpha_0 = \sup_{x \in K} \alpha(x).
\] (17.8)

Such \( L \) is a supporting hyperplane for \( K \).

Extreme points

Let \( K \subset V \) be a closed, convex set. A point \( x \in K \) is said to be an extreme point of \( K \) if it must be an endpoint of any line segment in \( K \) containing \( x \). If \( K \subset V \) is a linear subspace, then \( K \) has no extreme points. Our goal is to show that if \( K \subset V \) is a compact (i.e., closed and bounded) convex subset of \( V \), then it has lots of extreme points. We aim to prove the following, a special case of a result known as the Krein-Milman theorem.

Proposition 17.6. Let \( K \subset V \) be a compact, convex set. Let \( E \) be the set of extreme points of \( K \), and let \( F \) be the closed, convex hull of \( E \), i.e., the closure of the set of points

\[
\sum a_j x_j, \quad x_j \in E, \quad a_j \geq 0, \quad \sum a_j = 1.
\] (17.9)

Then \( F = K \).

We first need to show that \( E \neq \emptyset \). The following will be a convenient tool.
Lemma 17.7. Let $K \subset V$ be a compact, convex set, and let $L = \partial H$ be a supporting hyperplane (so $K_1 = K \cap L \neq \emptyset$). If $x_1 \in K_1$ is an extreme point of $K_1$, then $x_1$ is an extreme point of $K$.

Proof. Exercise.

Lemma 17.8. In the setting of Lemma 17.7, each supporting hyperplane of $K$ contains an extreme point of $K$.

Proof. We proceed by induction on the dimension $n = \dim V$. The result is clear for $n = 1$, which requires $K$ to be a compact interval (or a point). Suppose such a result is known to be true when $n < N$ ($N \geq 2$). Now assume $\dim V = N$. Let $L = \partial H$ be a supporting hyperplane of $K$, so $K_1 = L \cap K \neq \emptyset$. Translating, we can arrange that $0 \in L$, so $L$ is a vector space and $\dim L = N - 1$. Arguing as in (17.8), there is a supporting hyperplane $L_1 = \partial H_1$ of $K_1$, so $K_2 = K_1 \cap L_1 \neq \emptyset$. By induction, $K_1$ has an extreme point in $L_1$. By Lemma 17.7, such a point must be an extreme point for $K$.

Proof of Proposition 17.6. Under the hypotheses of Proposition 17.6, we know now that $E \neq \emptyset$ and $F$ is a (nonempty) compact, convex subset of $K$. Suppose $F$ is a proper subset of $K$, so there exists $p \in K$, $p \notin F$. By Proposition 17.3, with $F$ in place of $K$, there exists $\alpha \in V'$ and $\alpha_0 \in \mathbb{R}$ such that

$$\alpha(p) > \alpha_0, \quad \alpha(x) \leq \alpha_0, \quad \forall x \in F. \tag{17.10}$$

Now let

$$\alpha_1 = \sup_{x \in K} \alpha(x), \quad \widetilde{L} = \{x \in V : \alpha(x) = \alpha_1\}. \tag{17.11}$$

Then $\widetilde{L}$ is a supporting hyperplane for $K$, so by Lemma 17.8, $\widetilde{L}$ contains an extreme point of $K$. However, since $\alpha_1 > \alpha_0$, $\widetilde{L} \cap F = \emptyset$, so $\widetilde{L} \cap E = \emptyset$. This is a contradiction, so our hypothesis that $F$ is a proper subset of $K$ cannot work. This proves Proposition 17.6.

Exercises

1. Let $A : V \to W$ be linear and let $K \subset V$ be a compact, convex set, $E \subset K$ its set of extreme points. Show that $A(K) \subset W$ is a compact, convex set and $A(E)$ contains the set of extreme points of $A(K)$. 
2. Let $\Sigma \subset S^{n-1}$ be a proper closed subset of the unit sphere $S^{n-1} \subset \mathbb{R}^n$, and let $K$ be the closed convex hull of $\Sigma$. Show that $K$ must be a proper subset of the closed unit ball $\overline{B} \subset \mathbb{R}^n$.

3. Let $K_1$ and $K_2$ be compact, convex subsets of $V$ that are disjoint ($K_1 \cap K_2 = \emptyset$). Show that there exists a hyperplane $L = \partial H$ separating $K_1$ and $K_2$, so, e.g., $K_1 \subset H$, $K_2 \subset V \setminus H$.

   Hint. Pick $p \in K_1, q \in K_2$ to minimize distance. Let $L$ pass through the midpoint of the line segment $\gamma$ from $p$ to $q$ and be orthogonal to this segment.

4. Let $K$ be the subset of $\mathcal{L}(\mathbb{R}^n)$ consisting of positive-semidefinite, symmetric matrices $A$ with operator norm $\|A\| \leq 1$. Describe the set of extreme points of $K$, as orthogonal projections.

   Hint. Diagonalize.

5. Consider the following variant of Exercise 4. Let $A \in \mathcal{L}(\mathbb{R}^n)$ be a symmetric matrix, let $\mathcal{A} \subset \mathcal{L}(\mathbb{R}^n)$ be the linear span of $I$ and the powers of $A$, and let $K$ consist of positive semi-definite matrices in $\mathcal{A}$, of operator norm $\leq 1$. Describe the set of extreme points of $K$.  

18. Quotient spaces

Let $V$ be a vector space over $\mathbb{F}$ ($\mathbb{R}$ or $\mathbb{C}$), and let $W \subset V$ be a linear subspace. The quotient space $V/W$ consists of equivalence classes of elements of $V$, where, for $v, v' \in V$,

\[(18.1) \quad v \sim v' \iff v - v' \in W.\]

Given $v \in V$, we denote its equivalence class in $V/W$ by $[v]$. Then $V/W$ has the structure of a vector space, with vector operations

\[(18.2) \quad [v_1] + [v_2] = [v_1 + v_2], \quad a[v] = [av],\]

given $v, v_1, v_2 \in V$, $a \in \mathbb{F}$. These operations are well defined, since

\[(18.3) \quad v_1 \sim v'_1, \quad v_2 \sim v'_2 \implies v_1 + v_2 \sim v'_1 + v'_2\]

and

\[(18.4) \quad v \sim v' \implies av \sim av'.\]

As seen in §3, if $\dim V = n < \infty$ and $W \subset V$ is a linear subspace, then $\dim W = m \leq n$ (and $m < n$ unless $W = V$). Furthermore, given any basis $\{w_1, \ldots, w_m\}$ of $W$, there exist $v_{m+1}, \ldots, v_n \in V$ such that

\[\{w_1, \ldots, w_m, v_{m+1}, \ldots, v_n\}\]

is a basis of $V$. It readily follows that

\[(18.5) \quad \{[v_{m+1}], \ldots, [v_n]\} \quad \text{is a basis of} \quad V/W,\]

so

\[(18.6) \quad \dim V/W = \dim V - \dim W,\]

if $\dim V < \infty$.

We denote the quotient map by $\Pi$:

\[(18.7) \quad \Pi : V \longrightarrow V/W, \quad \Pi v = [v].\]

This is a linear map. We have $R(\Pi) = V/W$ and $N(\Pi) = W$.

**Proposition 18.1.** Take $W \subset V$ as above and let $X$ be a vector space and $T : V \rightarrow X$ be a linear map. Assume $N(T) \supset W$. Then there exists a unique linear map $S : V/W \rightarrow X$ such that

\[(18.8) \quad S \circ \Pi = T.\]
**Proof.** We need to take

(18.9) \[ S[v] = T v. \]

Now, under our hypotheses,

(18.10) \[ v \sim v' \Rightarrow v - v' \in W \Rightarrow T(v - v') = 0 \Rightarrow T v = T v', \]

so (18.9) is well defined, and gives rise to (18.8).

**Proposition 18.2.** In the setting of Proposition 18.1,

(18.11) \[ \mathcal{N}(S) = \mathcal{N}(T)/W. \]

**Corollary 18.3.** If \( T : V \to X \) is a linear map, then

(18.12) \[ \mathcal{R}(T) \approx V/\mathcal{N}(T). \]

In case \( \dim V < \infty \), we can combine (18.12) and (18.6) to recover the result that

(18.13) \[ \dim V - \dim \mathcal{N}(T) = \dim \mathcal{R}(T), \]

established in §3.

If \( W \subset V \) is a linear subspace, we set

(18.14) \[ W^\perp = \{ \alpha \in V' : \langle w, \alpha \rangle = 0, \ \forall w \in W \}. \]

Applying Proposition 18.1 with \( X = \mathbb{F} \), we see that to each \( \alpha \in W^\perp \) there corresponds a unique \( \tilde{\alpha} : V/W \to \mathbb{F} \) (i.e., \( \tilde{\alpha} \in (V/W)' \)) such that

(18.15) \[ \tilde{\alpha} \circ \Pi = \alpha. \]

The correspondence \( \alpha \mapsto \tilde{\alpha} \) is a linear map:

(18.16) \[ \gamma : W^\perp \longrightarrow (V/W)'. \]

Note that if \( \alpha \in W^\perp \), then \( \tilde{\alpha} \in (V/W)' \) is defined by

(18.17) \[ \langle [v], \tilde{\alpha} \rangle = \langle v, \alpha \rangle, \]

so \( \tilde{\alpha} = 0 \Leftrightarrow \alpha = 0 \). Thus \( \gamma \) in (18.16) is injective. Conversely, given \( \beta : V/W \to \mathbb{F} \), we have \( \beta = \gamma(\alpha) \) with \( \alpha = \beta \circ \Pi \), so \( \gamma \) in (18.16) is also surjective. To summarize,
Proposition 18.5. The map $\gamma$ in (18.16) is an isomorphism:

\[(18.18) \quad W^\perp \approx (V/W)'\]

Exercises

1. Let $P$ denote the space of all polynomials in $x$. Let

\[Q = \{p \in P : p(1) = p(-1) = 0\}\]

Describe a basis of $P/Q$. What is its dimension?

2. Let $P_n$ be the space of polynomials in $x$ of degree $\leq n$. Let $E_n \subset P_n$ denote the set of even polynomials of degree $\leq n$. Describe a basis of $P_n/E_n$. What is its dimension?

3. Do Exercise 2 with $E_n$ replaced by $O_n$, the set of odd polynomials of degree $\leq n$.

4. Let $A \in M(n, \mathbb{C})$ be self adjoint ($A = A^*$). Let $A \subset M(n, \mathbb{C})$ be the linear span of $I$ and the powers of $A$. Let

\[B = \{B \in M(n, \mathbb{C}) : AB = BA\}\]

Note that $A \subset B$. Describe

\[B/A\]

in terms of the multiplicity of the eigenvalues of $A$.

5. Do Exercise 4, with the hypothesis that $A = A^*$ replaced by the hypothesis that $A$ is nilpotent. Describe $B/A$ in terms of the Jordan normal form of $A$. 


19. Multilinear mappings

If \( V_1, \ldots, V_\ell \) and \( W \) are vector spaces over \( F \), we set

\[
\mathcal{M}(V_1, \ldots, V_\ell; W) = \text{set of mappings } \beta : V_1 \times \cdots \times V_\ell \to W
\]

that are linear in each variable.

That is, for each \( j \in \{1, \ldots, \ell\} \),

\[
\begin{align*}
v_j, w_j &\in V_j, \ a, b \in F \\
\beta(u_1, \ldots, av_j + bw_j, \ldots, u_\ell) &= a\beta(u_1, \ldots, v_j, \ldots, u_\ell) + b\beta(u_1, \ldots, w_j, \ldots, u_\ell).
\end{align*}
\]

This has the natural structure of a vector space, and one readily computes that

\[
\dim \mathcal{M}(V_1, \ldots, V_\ell; W) = (\dim V_1) \cdots (\dim V_\ell)(\dim W).
\]

If \( \{e_j,1, \ldots, e_j,d_j\} \) is a basis of \( V_j \) (of dimension \( d_j \)), then \( \beta \) is uniquely determined by the elements

\[
b_j \in W, \quad b_j = \beta(e_{j,1}, \ldots, e_{j,d_j}), \quad j = (j_1, \ldots, j_\ell), \quad 1 \leq j_\nu \leq d_\nu.
\]

In many cases of interest, all the \( V_j \) are the same. Then we set

\[
\mathcal{M}^\ell(V, W) = \mathcal{M}(V_1, \ldots, V_\ell; W), \quad V_1 = \cdots = V_\ell = V.
\]

This is the space of \( \ell \)-linear maps from \( V \) to \( W \). It has two distinguished subspaces,

\[
\text{Sym}^\ell(V, W), \quad \text{Alt}^\ell(V, W),
\]

where, given \( \beta \in \mathcal{M}^\ell(V, W) \),

\[
\begin{align*}
\beta &\in \text{Sym}^\ell(V, W) \iff \\
\beta(v_1, \ldots, v_j, \ldots, v_k, \ldots, v_\ell) &= \beta(v_1, \ldots, v_k, \ldots, v_j, \ldots, v_\ell),
\end{align*}
\]

\[
\begin{align*}
\beta &\in \text{Alt}^\ell(V, W) \iff \\
\beta(v_1, \ldots, v_j, \ldots, v_k, \ldots, v_\ell) &= -\beta(v_1, \ldots, v_k, \ldots, v_j, \ldots, v_\ell),
\end{align*}
\]

whenever \( 1 \leq j < k \leq \ell \).

We mention some examples of multilinear maps that have arisen earlier in this text. In §5 we saw \( \vartheta = \det : M(n, F) \to F \) as an element

\[
\vartheta \in \text{Alt}^n(F^n, F),
\]
in Proposition 5.1. As put there, for $A \in M(n, \mathbb{F})$, $\det A$ is linear in each column of $A$ and changes sign upon switching any two columns. In §12 we came across the cross product

\[(19.9) \quad \kappa \in \text{Alt}^2(\mathbb{R}^3, \mathbb{R}^3), \quad \kappa(u,v) = u \times v,\]

defined by (12.24). Other examples of multilinear maps include the matrix product

\[(19.10) \quad \Pi \in \mathcal{M}^2(M(n, \mathbb{F}), M(n, \mathbb{F})), \quad \Pi(A,B) = AB,\]

and the matrix commutator,

\[(19.11) \quad C \in \text{Alt}^2(M(n, \mathbb{F}), M(n, \mathbb{F})), \quad C(A,B) = AB - BA,\]

and anticommutator,

\[(19.12) \quad A \in \text{Sym}^2(M(n, \mathbb{F}), M(n, \mathbb{F})), \quad A(A,B) = AB + BA.\]

Considerations of multilinear maps lead naturally to material treated in the next two sections, namely tensor products and exterior algebra. In §20 we define the tensor product $V_1 \otimes \cdots \otimes V_\ell$ of finite-dimensional vector spaces and describe a natural isomorphism

\[(19.13) \quad \mathcal{M}(V_1, \ldots, V_\ell; W) \approx \mathcal{L}(V_1 \otimes \cdots \otimes V_\ell, W).\]

In §21 we discuss spaces $\Lambda^k V$ and describe a natural isomorphism

\[(19.14) \quad \text{Alt}^k(V, W) \approx \mathcal{L}(\Lambda^k V, W).\]

**Exercises**

1. If $V$ and $W$ are finite dimensional vector spaces over $\mathbb{F}$, produce a natural isomorphism

\[\mathcal{M}(V,W; \mathbb{F}) \approx \mathcal{L}(V,W').\]

2. More generally, if $V_j$ and $W$ are finite dimensional, produce a natural isomorphism

\[\mathcal{M}(V_1, \ldots, V_k, W; \mathbb{F}) \approx \mathcal{M}(V_1, \ldots, V_k; W').\]
3. Take $V_1 = V_2 = W = \mathbb{R}^3$ and draw a connection between the cross product (19.9) and Exercise 2.

4. Let $\mathcal{H}_{n,k}$ denote the space of polynomials in $(x_1, \ldots, x_n)$ (with coefficients in $\mathbb{F}$) that are homogeneous of degree $k$. Produce an isomorphism

$$\mathcal{H}_{n,k} \cong \text{Sym}^k(\mathbb{F}^n, \mathbb{F}).$$

5. If $\dim V = n$, specify the dimensions of

$$\mathcal{M}^k(V, \mathbb{F}), \quad \text{Sym}^k(V, \mathbb{F}), \quad \text{Alt}^k(V, \mathbb{F}).$$

6. Show that

$$\mathcal{M}^2(V, \mathbb{F}) = \text{Sym}^2(V, \mathbb{F}) \oplus \text{Alt}^2(V, \mathbb{F}).$$

7. What can you say about

$$\mathcal{M}^3(V, \mathbb{F})/(\text{Sym}^3(V, \mathbb{F}) \oplus \text{Alt}^3(V, \mathbb{F}))?$$
20. Tensor products

Here all vector spaces will be finite-dimensional vector spaces over \( \mathbb{F} \) (\( \mathbb{R} \) or \( \mathbb{C} \)).

**Definition.** Given vector spaces \( V_1, \ldots, V_\ell \), the tensor product \( V_1 \otimes \cdots \otimes V_\ell \) is the space of \( \ell \)-linear maps

\[
\beta : V'_1 \times \cdots \times V'_\ell \to \mathbb{F}.
\]

Given \( v_j \in V_j \), we define \( v_1 \otimes \cdots \otimes v_\ell \in V_1 \otimes \cdots \otimes V_\ell \) by

\[
(v_1 \otimes \cdots \otimes v_\ell)(w_1, \ldots, w_\ell) = \langle v_1, w_1 \rangle \cdots \langle v_\ell, w_\ell \rangle, \quad w_j \in V'_j.
\]

If \( \{e_{j,1}, \ldots, e_{j,d_j}\} \) is a basis of \( V_j \) (of dimension \( d_j \)), with dual basis \( \{\varepsilon_{j,1}, \ldots, \varepsilon_{j,d_j}\} \) for \( V'_j \), then \( \beta \) in (20.1) is uniquely determined by the numbers

\[
b_j = \beta(\varepsilon_{j,1}, \ldots, \varepsilon_{\ell,j_\ell}), \quad j = (j_1, \ldots, j_\ell), \quad 1 \leq j_\nu \leq d_\nu.
\]

It follows that

\[
\dim V_1 \otimes \cdots \otimes V_\ell = d_1 \cdots d_\ell,
\]

and a basis of \( V_1 \otimes \cdots \otimes V_\ell \) is given by

\[
e_{1,j_1} \otimes \cdots \otimes e_{\ell,j_\ell}, \quad 1 \leq j_\nu \leq d_\nu.
\]

The following is a universal property for the tensor product.

**Proposition 20.1.** Given vector spaces \( V_j \) and \( W \), there is a natural isomorphism

\[
\Phi : \mathcal{M}(V_1, \ldots, V_\ell; W) \cong L(V_1 \otimes \cdots \otimes V_\ell, W).
\]

**Proof.** Given an \( \ell \)-linear map

\[
\alpha : V_1 \times \cdots \times V_\ell \to W,
\]

the map \( \Phi \alpha : V_1 \otimes \cdots \otimes V_\ell \to W \) should satisfy

\[
\Phi \alpha(v_1 \otimes \cdots \otimes v_\ell) = \alpha(v_1, \ldots, v_\ell), \quad v_j \in V_j.
\]
In fact, in terms of the basis (20.5) of $V_1 \otimes \cdots \otimes V_\ell$, we can specify that
\begin{equation}
\Phi_\alpha(e_{1,j_1} \otimes \cdots \otimes e_{\ell,j_\ell}) = \alpha(e_{1,j_1}, \ldots, e_{\ell,j_\ell}), \quad 1 \leq j_\nu \leq d_\nu,
\end{equation}
and then extend $\Phi_\alpha$ by linearity. Such an extension uniquely defines $\Phi_\alpha \in \mathcal{L}(V_1 \otimes \cdots \otimes V_\ell, W)$, and it satisfies (20.8). In light of this, it follows that the construction of $\Phi_\alpha$ is independent of the choice of bases of $V_1, \ldots, V_\ell$. We see that $\Phi$ is then injective. In fact, if $\Phi_\alpha = 0$, then (20.9) is identically 0, so $\alpha = 0$. Since $\mathcal{M}(V_1, \ldots, V_\ell; W)$ and $\mathcal{L}(V_1 \otimes \cdots \otimes V_\ell, W)$ both have dimension $d_1 \cdots d_\ell (\dim W)$, the isomorphism property of $\Phi$ follows.

We next note that linear maps $A_j : V_j \rightarrow W_j$ naturally induce a linear map
\begin{equation}
A_1 \otimes \cdots \otimes A_\ell : V_1 \otimes \cdots \otimes V_\ell \longrightarrow W_1 \otimes \cdots \otimes W_\ell,
\end{equation}
as follows. If $\omega_j \in W_j$, and $\beta : V'_1 \times \cdots \times V'_\ell \rightarrow \mathbb{F}$ defines $\beta \in V_1 \otimes \cdots \otimes V_\ell$, then
\begin{equation}
(A_1 \otimes \cdots \otimes A_\ell)(\beta(\omega_1, \ldots, \omega_\ell)) = \beta(A_1^t \omega_1, \ldots, A_\ell^t \omega_\ell),
\end{equation}
with $A_j^t \omega_j \in V'_j$. One sees readily that, for $v_j \in V_j$,
\begin{equation}
(A_1 \otimes \cdots \otimes A_\ell)(v_1 \otimes \cdots \otimes v_\ell) = (A_1 v_1) \otimes \cdots \otimes (A_\ell v_\ell).
\end{equation}

For notational simplicity, we now restrict attention to the case $\ell = 2$, i.e., to tensor products of two vector spaces. The following is straightforward. Compare Exercises 9–11 of §7.

**Proposition 20.2.** Given $A \in \mathcal{L}(V)$, $B \in \mathcal{L}(W)$, inducing $A \otimes B \in \mathcal{L}(V \otimes W)$, suppose $\text{Spec } A = \{\lambda_j\}$ and $\text{Spec } B = \{\mu_k\}$. Then
\begin{equation}
\text{Spec } A \otimes B = \{\lambda_j \mu_k\}.
\end{equation}

Also,
\begin{equation}
\mathcal{E}(A \otimes B, \sigma) = \text{Span}\{v \otimes w : v \in \mathcal{E}(A, \lambda_j),
\end{equation}
\begin{equation}
\quad w \in \mathcal{E}(B, \mu_k), \quad \sigma = \lambda_j \mu_k\},
\end{equation}
and
\begin{equation}
\mathcal{G}(A \otimes B, \sigma) = \text{Span}\{v \otimes w : v \in \mathcal{G}(A, \lambda_j),
\end{equation}
\begin{equation}
\quad w \in \mathcal{G}(B, \mu_k), \quad \sigma = \lambda_j \mu_k\}.
\end{equation}
Furthermore,
\begin{equation}
\text{Spec}(A \otimes I + I \otimes B) = \{\lambda_j + \mu_k\},
\end{equation}
and we have
\begin{equation}
\mathcal{E}(A \otimes I + I \otimes B, \tau) = \text{Span}\{v \otimes w : v \in \mathcal{E}(A, \lambda_j),
\end{equation}
\begin{equation}
\quad w \in \mathcal{E}(B, \mu_k), \quad \tau = \lambda_j + \mu_k\},
\end{equation}
and
\begin{equation}
\mathcal{G}(A \otimes I + I \otimes B, \tau) = \text{Span}\{v \otimes w : v \in \mathcal{G}(A, \lambda_j),
\end{equation}
\begin{equation}
\quad w \in \mathcal{G}(B, \mu_k), \quad \tau = \lambda_j + \mu_k\}.
1. If \( V \) and \( W \) are finite dimensional vector spaces, produce a natural isomorphism
\[
\mathcal{L}(V, W) \approx V' \otimes W.
\]
2. Prove Proposition 20.2.

3. With \( A \) and \( B \) as in Proposition 20.2, show that
\[
\begin{align*}
\text{Tr}(A \otimes B) &= (\text{Tr} A)(\text{Tr} B), \\
\text{det}(A \otimes B) &= (\det A)^{d_W} (\det B)^{d_V},
\end{align*}
\]
where \( d_V = \dim V \), \( d_W = \dim W \).

4. Taking \( W = F \) in (20.6), show that there is a natural isomorphism
\[
(V_1 \otimes \cdots \otimes V_k)' \approx V_1' \otimes \cdots \otimes V_k' .
\]

5. Show that there exists a natural isomorphism
\[
(V_1 \otimes \cdots \otimes V_k) \otimes (W_1 \otimes \cdots \otimes W_l) \approx V_1 \otimes \cdots \otimes V_k \otimes W_1 \otimes \cdots \otimes W_l.
\]

6. Produce a natural isomorphism
\[
V_1 \otimes (V_2 \otimes V_3) \approx (V_1 \otimes V_2) \otimes V_3.
\]

7. Produce a natural isomorphism
\[
\mathcal{L}(V_1 \otimes V_2, W_1 \otimes W_2) \approx \mathcal{L}(V_1, W_1) \otimes \mathcal{L}(V_2, W_2).
\]

8. Determine various vector spaces that are naturally isomorphic to
\[
\mathcal{L}(V_1 \otimes \cdots \otimes V_k, W_1 \otimes \cdots \otimes W_l).
\]

9. Show that there exists a natural isomorphism
\[
M : \mathcal{L}(V) \otimes \mathcal{L}(W) \xrightarrow{\sim} \mathcal{L}(\mathcal{L}(V, W)), \quad M(B \otimes A)T = ATB.
\]
21. Exterior algebra

Let $V$ be a finite dimensional vector space over $\mathbb{F}$ ($\mathbb{R}$ or $\mathbb{C}$), with dual $V'$. We define the spaces $\Lambda^k V'$ as follows:

\begin{equation}
\Lambda^0 V' = \mathbb{F}, \quad \Lambda^1 V' = V',
\end{equation}

and, for $k \geq 2$,

\begin{equation}
\Lambda^k V' = \text{set of } k\text{-linear maps } \alpha : V \times \cdots \times V \to \mathbb{F}
\end{equation}

that are anti-symmetric,

i.e.,

\begin{equation}
\alpha(v_1, \ldots, v_j, \ldots, v_\ell, \ldots, v_k) = -\alpha(v_1, \ldots, v_\ell, \ldots, v_j, \ldots, v_k),
\end{equation}

for $v_1, \ldots, v_k \in V$, $1 \leq j < \ell \leq k$. Another way to picture such $\alpha$ is as a map

\begin{equation}
\alpha : M(k \times n, \mathbb{F}) \to \mathbb{F}
\end{equation}

that is linear in each column $v_1, \ldots, v_k$ of $A = (v_1, \ldots, v_k) \in M(k \times n, \mathbb{F})$, and satisfies the anti-symmetry condition (21.3), if

\begin{equation}
n = \dim V, \text{ so } V \approx \mathbb{F}^n.
\end{equation}

In case $k = n$, Proposition 5.1 applies, to show that any such $\alpha : M(n \times n, \mathbb{F}) \to \mathbb{F}$ must be a multiple of the determinant. We have

**Proposition 21.1.** Given (21.5),

\begin{equation}
\dim \Lambda^n V' = 1.
\end{equation}

Before examining $\dim \Lambda^k V'$ for other values of $k$, let us look into the following. Pick a basis $\{e_1, \ldots, e_n\}$ of $V$, and let $\{\varepsilon_1, \ldots, \varepsilon_n\}$ denote the dual basis of $V'$. Clearly an element $\alpha \in \Lambda^k V'$ is uniquely determined by its values

\begin{equation}
a_j = \alpha(e_{j_1}, \ldots, e_{j_k}), \quad j = (j_1, \ldots, j_k),
\end{equation}

as $j$ runs over the set of $k$-tuples $(j_1, \ldots, j_k)$, with $1 \leq j_\nu \leq n$. Now, $\alpha$ satisfies the anti-symmetry condition (21.3) if and only if

\begin{equation}
a_{j_1 \cdots j_k} = (\text{sgn } \sigma)a_{j_{\sigma(1)} \cdots j_{\sigma(k)}},
\end{equation}

for each $\sigma \in S_k$, i.e., for each permutation $\sigma$ of $\{1, \ldots, k\}$, with $\text{sgn } \sigma$ defined as in §5. In particular,

\begin{equation}
j_\mu = j_\nu \text{ for some } \mu \neq \nu \implies \alpha(e_{j_1}, \ldots, e_{j_k}) = 0.
\end{equation}

Applying this observation to $k > n$ yields the following:
Proposition 21.2. In the setting of Proposition 21.1,

\[(21.10) \quad k > n \implies \Lambda^k V' = 0.\]

Meanwhile, if \(1 \leq k \leq n\), an element \(\alpha\) of \(\Lambda^k V'\) is uniquely determined by its values

\[(21.11) \quad a_j = \alpha(e_{j_1}, \ldots, e_{j_k}), \quad 1 \leq j_1 < \cdots < j_k \leq n.\]

There are \(\binom{n}{k}\) such multi-indices, so we have the following (which contains Proposition 21.1).

Proposition 21.3. In the setting of Proposition 21.1,

\[(21.12) \quad 1 \leq k \leq n \implies \dim \Lambda^k V' = \binom{n}{k}.\]

Here is some useful notation. Given the dual basis \(\{\varepsilon_1, \ldots, \varepsilon_n\}\), we define

\[(21.13) \quad \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \in \Lambda^k V',\]

for \(j_\nu \in \{1, \ldots, n\}\), all distinct, by

\[(21.14) \quad (\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k})(e_{j_1}, \ldots, e_{j_k}) = 1, \quad (\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k})(e_{\ell_1}, \ldots, e_{\ell_k}) = 0, \quad \text{if } \{\ell_1, \ldots, \ell_k\} \neq \{j_1, \ldots, j_k\}.\]

The anti-symmetry condition then specifies

\[(21.15) \quad (\varepsilon_{j_1} \wedge \cdots \varepsilon_{j_k})(e_{j_{\sigma(1)}}, \ldots, e_{j_{\sigma(k)}}) = \text{sgn} \sigma, \quad \text{for } \sigma \in S_k.\]

Note that

\[(21.16) \quad \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} = (\text{sgn} \sigma) \varepsilon_{j_{\mu(1)}} \wedge \cdots \wedge \varepsilon_{j_{\mu(k)}},\]

if \(\sigma \in S_k\). In light of this, if not all \(\{j_1, \ldots, j_k\}\) are distinct, i.e., if \(j_\mu = j_\nu\) for some \(\mu \neq \nu\), we say (21.16) vanishes, i.e.,

\[(21.17) \quad \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} = 0 \quad \text{if } j_\mu = j_\nu \text{ for some } \mu \neq \nu.\]

Then, for arbitrary \(\alpha \in \Lambda^k V'\), we can write

\[(21.18) \quad \alpha = \frac{1}{k!} \sum_j a_j \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k},\]

as \(j\) runs over all \(k\)-tuples, and \(a_j\) is as in (21.7). Alternatively, we can write

\[(21.19) \quad \alpha = \sum_{1 \leq j_1 < \cdots < j_k \leq n} a_j \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k},\]

with \(a_j\) as in (21.7). Proposition 21.3 has the following more explicit form.
Proposition 21.4. In the setting of Proposition 21.3, if $1 \leq k \leq n$,
\[(21.20) \quad \{\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} : 1 \leq j_1 < \cdots < j_k \leq n\} \quad \text{is a basis of} \quad \Lambda^k V'.\]

The products arising in (21.13)--(21.20) are called wedge products. As these formulas suggest, it is useful to define wedge products as bilinear maps
\[(21.21) \quad w : \Lambda^k V' \times \Lambda^\ell V' \to \Lambda^{k+\ell} V', \quad w(\alpha, \beta) = \alpha \wedge \beta,
\]
such that
\[(21.22) \quad (\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k}) \wedge (\varepsilon_{m_1} \wedge \cdots \wedge \varepsilon_{m_\ell}) = \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \wedge \varepsilon_{m_1} \wedge \cdots \wedge \varepsilon_{m_\ell},\]
with equivalencies as in (21.16)--(21.17). We also want to define (21.21) in a fashion that does not depend on the choice of basis of $V$ (and associated dual basis of $V'$). The following result gives a clue as to how to do this.

Proposition 21.5. If $\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \in \Lambda^k V'$ is specified by (21.14)--(21.17), then, for $v_1, \ldots, v_k \in V$,
\[(21.23) \quad (\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k})(v_1, \ldots, v_k) = \sum_{\sigma \in S_k} (\text{sgn} \sigma) \varepsilon_{j_{\sigma(1)}}(v_1) \cdots \varepsilon_{j_{\sigma(k)}}(v_k).
\]

Proof. The argument is parallel to the proof of Proposition 5.1. We set
\[(21.24) \quad v_\ell = \sum_{j=1}^n a_{j\ell} e_j, \quad a_{j\ell} = \varepsilon_j(v_\ell),\]
and substitute into the left side of (21.23), obtaining
\[(21.25) \quad \sum_{\ell_1, \ldots, \ell_k=1}^n \varepsilon_{\ell_1}(v_1) \cdots \varepsilon_{\ell_k}(v_k)(\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k})(e_{\ell_1}, \ldots, e_{\ell_k}),\]
and (21.14)--(21.17) gives
\[(21.26) \quad (\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k})(e_{\ell_1}, \ldots, e_{\ell_k}) = 0,
\]
unless $\{j_1, \ldots, j_k\} = \{\ell_1, \ldots, \ell_k\}$, and the $k$ numbers are all distinct, in which case $\ell_\nu = j_{\sigma(\nu)}$ for some $\sigma \in S_k$, and we get $\text{sgn} \sigma$ in (21.26). Thus (21.25) is converted to the right side of (21.23). (Both sides of (21.23) vanish if the numbers $j_1, \ldots, j_k$ are not all distinct.)
Remark. In case \( n = k \), we obtain precisely Proposition 5.1. Note also that the right side of (21.23) is equal to

\[
\sum_{\sigma \in S_k} (\text{sgn } \sigma) \varepsilon_{j_1}(v_{\sigma(1)}) \cdots \varepsilon_{j_k}(v_{\sigma(k)}).
\]

Compare (5.30).

As a further preparation for defining \( \alpha \wedge \beta \) in (21.21), note that

\[
\alpha \in \Lambda^k V' \Rightarrow \alpha(v_1, \ldots, v_k) = \frac{1}{k!} \sum_{\sigma \in S_k} (\text{sgn } \sigma) \alpha(v_{\sigma(1)}, \ldots, v_{\sigma(k)}).
\]

We now define the wedge product:

**Definition.** If \( \alpha \in \Lambda^k V' \) and \( \beta \in \Lambda^\ell V' \), then \( \alpha \wedge \beta \in \Lambda^{k+\ell} V' \) is given by

\[
(\alpha \wedge \beta)(v_1, \ldots, v_{k+\ell}) = \frac{1}{k! \ell!} \sum_{\sigma \in S_{k+\ell}} (\text{sgn } \sigma) \alpha(v_{\sigma(1)}, \ldots, v_{\sigma(k)}) \cdot \beta(v_{\sigma(k+1)}, \ldots, v_{\sigma(k+\ell)}).
\]

Our first task is to check the fundamental identity (21.22).

**Proposition 21.6.** With \( \alpha \wedge \beta \) defined as in (21.29), the identity (21.22) holds.

**Proof.** With \( \alpha = \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \) and \( \beta = \varepsilon_{m_1} \wedge \cdots \wedge \varepsilon_{m_\ell} \), we have

\[
(\alpha \wedge \beta)(v_1, \ldots, v_{k+\ell}) = \frac{1}{k! \ell!} \sum_{\sigma \in S_{k+\ell}} \sum_{\tau \in S_k} \sum_{\rho \in S_\ell} (\text{sgn } \sigma)(\text{sgn } \tau)(\text{sgn } \rho) \\
\cdot \varepsilon_{j_1}(v_{\sigma(1)}) \cdots \varepsilon_{j_k}(v_{\sigma(k)}) \cdot \varepsilon_{m_1}(v_{\rho(k+1)}) \cdots \varepsilon_{m_\ell}(v_{\rho(k+\ell)}).
\]

Here, \( \sigma \) permutes \( \{1, \ldots, k + \ell\} \), \( \tau \) permutes \( \{1, \ldots, k\} \), and \( \rho \) permutes \( \{k + 1, \ldots, k + \ell\} \). Note that such \( \sigma, \tau, \rho \) yield \( \gamma(\sigma, \tau, \rho) \in S_{k+\ell} \), with

\[
\gamma(\sigma, \tau, \rho)(\nu) = \sigma \tau(\nu) \text{ for } 1 \leq \nu \leq k,
\]

\[
\rho(\nu) \text{ for } k + 1 \leq \nu \leq k + \ell,
\]
and sgn $\gamma(\sigma, \tau, \rho) = (\text{sgn } \sigma)(\text{sgn } \tau)(\text{sgn } \rho)$. Also, for each fixed $\tau \in S_k$, $\rho \in S_\ell$ $\gamma(\sigma, \tau, \rho)$ runs over $S_{k+\ell}$ once as $\sigma$ runs over $S_{k+\ell}$. Hence, if we fix $\tau$ and $\rho$ in (21.31) and just sum over $\sigma$, we get

$$\sum_{\sigma \in S_{k+\ell}} (\text{sgn } \gamma(\sigma, \tau, \rho)) \varepsilon_{j_1}(v_{\gamma(\sigma, \tau, \rho)}(1)) \cdots \varepsilon_{j_k}(v_{\gamma(\sigma, \tau, \rho)}(k)) \varepsilon_{m_1}(v_{\gamma(\sigma, \tau, \rho)}(k+1)) \cdots \varepsilon_{m_\ell}(v_{\gamma(\sigma, \tau, \rho)}(k+\ell)),$$

and each such sum is equal to

$$\varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \wedge \varepsilon_{m_1} \wedge \cdots \wedge \varepsilon_{m_\ell}(v_1, \ldots, v_k, v_{k+1}, \ldots, v_{k+\ell}).$$

Then summing over $\tau \in S_k$ and $\rho \in S_\ell$ and dividing by $k! \ell!$ also yields (21.34), as desired.

From here, the following is straightforward.

**Proposition 21.7.** The wedge product $\alpha \wedge \beta$, defined by (21.29), produces a well defined bilinear map $\Lambda^k V' \times \Lambda^\ell V' \rightarrow \Lambda^{k+\ell} V'$. Furthermore, given $\alpha \in \Lambda^k V'$ and $\beta \in \Lambda^\ell V'$,

$$\alpha \wedge \beta = (-1)^{k\ell} \beta \wedge \alpha,$$

and, if also $\gamma \in \Lambda^m V'$,

$$\alpha \wedge \beta \wedge \gamma = \alpha \wedge (\beta \wedge \gamma).$$

The wedge product gives us an algebra. We define the **exterior algebra** $\Lambda^* V'$ to be

$$\Lambda^* V' = \bigoplus_{k \geq 0} \Lambda^k V',$$

keeping in mind that the summands on the right are nonvanishing only for $k \leq n = \dim V$. Proposition 21.7 says this is an algebra. The element $1 \in \mathbb{F} = \Lambda^0 V' \subset \Lambda^* V'$ acts as the unit in this algebra. The identity (21.36) is the associative law for the wedge product. By (21.35), this is not a commutative algebra (if $n > 1$).

We next consider the action a linear map on $V$ induces on $\Lambda^* V'$. A linear map $A : V \rightarrow V$ induces a linear map

$$\Lambda^k A^t : \Lambda^k V' \rightarrow \Lambda^k V',$$

via

$$(\Lambda^k A^t)\alpha(v_1, \ldots, v_k) = \alpha(Av_1, \ldots, Av_k).$$

In particular, $\Lambda^1 A^t = A^t : V' \rightarrow V'$. A straightforward calculation from (21.29) yields

$$\alpha \in \Lambda^k V', \quad \beta \in \Lambda^\ell V', \quad A \in \mathcal{L}(V) \quad \Rightarrow \quad (\Lambda^k A^t)(\alpha \wedge \beta) = (\Lambda^k A^t)\alpha \wedge (\Lambda^\ell A^t)\beta.$$ 

Here is a natural extension of the identity $(AB)^t = B^t A^t$. 
Proposition 21.8. If $A, B \in \mathcal{L}(V)$, then

\begin{equation}
\Lambda^k(AB)^t = (\Lambda^k B^t)(\Lambda^k A^t).
\end{equation}

**Proof.** We have

\begin{align}
\Lambda^k(AB)^t \alpha(v_1, \ldots, v_k) &= \alpha(ABv_1, \ldots, ABv_k) \\
&= (\Lambda^k A^t)\alpha(Bv_1, \ldots, Bv_k) \\
&= (\Lambda^k B^t)(\Lambda^k A^t)\alpha(v_1, \ldots, v_k).
\end{align}

We now return to determinants.

Proposition 21.9. If $A \in \mathcal{L}(V)$ and $n = \dim V$, then, for $\omega \in \Lambda^n V'$,

\begin{equation}
(\Lambda^n A^t)\omega = (\det A)\omega.
\end{equation}

**Proof.** We may as well take $\omega = \varepsilon_1 \wedge \cdots \wedge \varepsilon_n$. Then an iteration of (21.40) gives

\begin{equation}
(\Lambda^n A^t)\omega = (A^t \varepsilon_1) \wedge \cdots \wedge (A^t \varepsilon_n).
\end{equation}

If $A = (a_{jk})$ with respect to the basis $\{e_j\}$, then $A^t \varepsilon_j = \sum_k a_{jk} \varepsilon_k$, so

\begin{align}
(\Lambda^n A^t)\omega &= \sum_{1 \leq k_1 \leq \cdots \leq n} a_{1k_1} \cdots a_{nk_n} \varepsilon_{k_1} \wedge \cdots \wedge \varepsilon_{k_n} \\
&= \sum_{\sigma \in S_n} (\text{sgn } \sigma)a_{1\sigma(1)} \cdots a_{n\sigma(n)} \varepsilon_1 \wedge \cdots \wedge \varepsilon_n \\
&= (\det A) \varepsilon_1 \wedge \cdots \wedge \varepsilon_n,
\end{align}

the last identity by (5.30).

Combining Propositions 21.8 and 21.9 yields the following alternative proof of Proposition 5.3.

Corollary 21.10. If $A, B \in \mathcal{L}(V)$, then

\begin{equation}
\det(AB) = (\det A)(\det B).
\end{equation}

Interior products
We next define the interior product
\[(21.47) \quad \iota_v : \Lambda^k V' \longrightarrow \Lambda^{k-1} V', \quad \text{for} \quad v \in V, \quad k \geq 1, \] as follows. If \( \alpha \in \Lambda^k V' \), then \( \iota_v \alpha \in \Lambda^{k-1} V' \) is defined by
\[(21.48) \quad (\iota_v \alpha)(v_1, \ldots, v_{k-1}) = \alpha(v, v_1, \ldots, v_{k-1}). \]
From this we can compute that, if \( \{ e_1, \ldots, e_n \} \) is a basis of \( V \), with dual basis \( \{ \varepsilon_1, \ldots, \varepsilon_n \} \) for \( V' \), then, if \( j_1, \ldots, j_k \) are distinct,
\[(21.49) \quad \alpha = \varepsilon_{j_1} \wedge \cdots \wedge \varepsilon_{j_k} \Rightarrow \iota_{e_{j_\ell}} \alpha = (-1)^{\ell-1} \varepsilon_{j_1} \wedge \cdots \hat{\varepsilon}_{j_\ell} \wedge \cdots \wedge \varepsilon_{j_k}, \]
where \( \hat{\varepsilon}_{j_\ell} \) denotes removing the factor \( \varepsilon_{j_\ell} \). Furthermore, for such \( \alpha \),
\[(21.50) \quad m \notin \{ j_1, \ldots, j_k \} \implies \iota_{e_m} \alpha = 0. \]
By convention, \( \iota_v \alpha = 0 \) if \( \alpha \in \Lambda^0 V' \).

We make use of the operators \( \wedge_k \) and \( \iota_k \) on \( \Lambda^* V' \):
\[(21.51) \quad \wedge_k \alpha = \varepsilon_k \wedge \alpha, \quad \iota_k \alpha = \iota_{e_k} \alpha. \]
There is the following useful anticommutation relation:

**Proposition 21.11.** With the notation \((21.51)\),
\[(21.52) \quad \wedge_k \iota_\ell + \iota_\ell \wedge_k = \delta_{k\ell}, \]
where \( \delta_{k\ell} = 1 \) if \( k = \ell \), \( 0 \) otherwise.

The proof is an exercise. We also have
\[(21.53) \quad \wedge_j \wedge_k + \wedge_k \wedge_j = 0, \quad \iota_j \iota_k + \iota_k \iota_j = 0. \]
We mention that \((21.52)\) implies the following.
\[(21.54) \quad (\wedge_w \iota_v + \iota_v \wedge_w) \alpha = (v, w) \alpha, \]
given \( \alpha \in \Lambda^k V', \ w \in V', \ v \in V \), with the notation
\[(21.55) \quad \wedge_w \alpha = w \wedge \alpha. \]

**Cramer’s formula**

Cramer’s formula, given in \((5.41)\), computes a matrix inverse \( A^{-1} \) in terms of \( \det A \) and the \( (n-1) \times (n-1) \) minors of \( A \) (or better, of \( A^t \)). We present an alternative derivation of such a formula here, using exterior algebra.

Let \( V \) be \( n \)-dimensional, with dual \( V' \). Let \( A \in \mathcal{L}(V) \), with transpose \( A^t \in \mathcal{L}(V') \). We bring in the isomorphism
\[(21.56) \quad \kappa : V \otimes \Lambda^n V' \overset{\approx}{\longrightarrow} \Lambda^{n-1} V', \]
given by
\[(21.57) \quad \kappa(u \otimes \omega)(v_1, \ldots, v_{n-1}) = \omega(u, v_1, \ldots, v_{n-1}). \]
We aim to prove the following.
Proposition 21.12. If $A \in \mathcal{L}(V)$ is invertible, then

\[(\det A) A^{-1} \otimes I = \kappa^{-1} \circ \Lambda^{n-1} A'^t \circ \kappa,\]

in $\mathcal{L}(V \otimes \Lambda^n V')$.

**Proof.** Since $\Lambda A' = (\det A) I$ in $\mathcal{L}(\Lambda^n V')$, the desired identity (21.58) is equivalent to

\[(\Lambda^{n-1} A') \circ \kappa = \kappa \circ (A^{-1} \otimes \Lambda^n A'),\]

in $\mathcal{L}(V \otimes \Lambda^n V', \Lambda^{n-1} V')$. Recall that $\Lambda^{n-1} A' \in \mathcal{L}(\Lambda^{n-1} V')$ is defined by

\[(\Lambda^{n-1} A') \beta(v_1, \ldots, v_{n-1}) = \beta(Av_1, \ldots, Av_{n-1}).\]

Hence if we take $u \otimes \omega \in V \otimes \Lambda^n V'$, we get

\[(\Lambda^{n-1} A') \circ \kappa(u \otimes \omega)(v_1, \ldots, v_{n-1}) = \kappa(u \otimes \omega)(Av_1, \ldots, Av_{n-1}) = \omega(u, Av_1, \ldots, Av_{n-1}).\]

On the other hand, since

\[(A^{-1} \otimes \Lambda^n A')(u \otimes \omega) = A^{-1} u \otimes \Lambda^n A' \omega,\]

we have

\[
\begin{align*}
\kappa \circ (A^{-1} \otimes \Lambda^n A')(u \otimes \omega)(v_1, \ldots, v_{n-1}) & = \kappa(A^{-1} u \otimes \Lambda^n A' \omega)(v_1, \ldots, v_{n-1}) \\
& = (\Lambda^n A' \omega)(A^{-1} u, v_1, \ldots, v_{n-1}) \\
& = \omega(u, Av_1, \ldots, Av_{n-1}),
\end{align*}
\]

which agrees with the right side of (21.61). This completes the proof.

**The exterior algebra $\Lambda^* V$**

If $V$ is an $n$-dimensional space, we define $\Lambda^k V$ in a fashion to the definition of $\Lambda^k V'$, simply by switching $V$ and $V'$, using the natural isomorphism $V \approx (V')'$. Thus we set $\Lambda^0 V = \mathbb{F}$, $\Lambda^1 V = V$, and, for $k \geq 2$,

\[(21.64) \quad \Lambda^k V = \text{set of } k\text{-linear maps } \beta : V' \times \cdots \times V' \to \mathbb{F}\]

that are anti-symmetric.
All the results from the early part of this section go through, with the roles of $V$ and $V'$, and also of the bases $\{e_1, \ldots, e_n\}$ and $\{\epsilon_1, \ldots, \epsilon_n\}$, interchanged. For example, for $1 \leq k \leq n$,

\[(21.65) \quad \{e_{j_1} \wedge \cdots \wedge e_{j_k} : 1 \leq j_1 < \cdots < j_k \leq n\} \text{ is a basis of } \Lambda^k V.\]

With these facts in mind, we can pass from $A \in \mathcal{L}(V)$ to $A^t \in \mathcal{L}(V')$ to

\[(21.66) \quad \Lambda^k A : \Lambda^k V \longrightarrow \Lambda^k V,\]

and, parallel to (21.40),

\[(21.67) \quad \alpha \in \Lambda^k V, \beta \in \Lambda^\ell V, A \in \mathcal{L}(V) \implies (\Lambda^{k+\ell} A)(\alpha \wedge \beta) = (\Lambda^k A)\alpha \wedge (\Lambda^\ell A)\beta.\]

Consequently,

\[(21.68) \quad (\Lambda^k A)(e_{j_1} \wedge \cdots \wedge e_{j_k}) = Ae_{j_1} \wedge \cdots \wedge Ae_{j_k}.\]

We now mention a “universal property” possessed by $\Lambda^k V$. Let $W$ be another finite-dimensional vector space over $\mathbb{F}$, and set

\[(21.69) \quad \text{Alt}^k(V, W) = \text{set of } k \text{-linear maps } V \times \cdots \times V \rightarrow W \text{ that are anti-symmetric.}\]

This has the structure of a finite-dimensional vector space.

**Proposition 21.13.** There is a natural linear isomorphism

\[(21.70) \quad \Phi : \text{Alt}^k(V, W) \cong \mathcal{L}(\Lambda^k V, W).\]

One way to describe $\Phi$ is with the aid of a basis $\{e_1, \ldots, e_n\}$ of $V$, leading, as mentioned, to the basis (21.65) of $\Lambda^k V$. Given $\alpha \in \text{Alt}^k(V, W)$, hence

\[(21.71) \quad \alpha : V \times \cdots \times V \rightarrow W,\]

we can define $\Phi_\alpha : \Lambda^k V \rightarrow W$ by

\[(21.72) \quad (\Phi_\alpha)(e_{j_1} \wedge \cdots \wedge e_{j_k}) = \alpha(e_{j_1}, \ldots, e_{j_k}).\]

It is clear that this defines a linear map $\Phi : \text{Alt}^k(V, W) \rightarrow \mathcal{L}(\Lambda^k V, W)$. One needs to show that this is an isomorphism and that it is independent of the choice of basis $\{e_j\}$ of $V$. We leave these tasks to the enthusiastic reader.
Now that, in case $W = \mathbb{F}$, we have
\begin{equation}
\text{Alt}^k(V, \mathbb{F}) = \Lambda^k V', \quad L(\Lambda^k V, \mathbb{F}) = (\Lambda^k V)',
\end{equation}
and Proposition 21.13 implies that there is a natural isomorphism
\begin{equation}
\Lambda^k V' \approx (\Lambda^k V)' .
\end{equation}

**Isomorphism** \(\text{Skew}(V) \approx \Lambda^2 V\) and the Pfaffian

Let \(V\) be an \(n\)-dimensional real inner product space. Recall from §11 that, given \(X \in \mathcal{L}(V)\), we say \(X \in \text{Skew}(V)\) if and only if \(X^* = -X\). The inner product produces an isomorphism
\begin{equation}
\eta : \text{Skew}(V) \xrightarrow{\approx} \text{Alt}^2(V, \mathbb{R}), \quad \eta(X)(u, v) = (X u, v).
\end{equation}
It also produces an isomorphism \(V \approx V'\), hence \(\text{Alt}^2(V, \mathbb{R}) \approx \text{Alt}^2(V', \mathbb{R}) = \Lambda^2 V\). Composition with (21.75) yields an isomorphism
\begin{equation}
\xi : \text{Skew}(V) \xrightarrow{\approx} \Lambda^2 V.
\end{equation}
If \(\{e_1, \ldots, e_n\}\) is an orthonormal basis of \(V\) and \(X \in \text{Skew}(V)\) has the matrix representation \((X_{jk})\) with respect to this basis, then
\begin{equation}
\xi(X) = \frac{1}{2} \sum_{j,k} X_{jk} e_j \wedge e_k .
\end{equation}
Compare (21.18).

Note that if \(X \in \text{Skew}(V)\) and \(T \in \mathcal{L}(V)\), then also \(TXT^* \in \text{Skew}(V)\). We have
\begin{equation}
\eta(TXT^*)(u, v) = (TXT^* u, v) = \eta(X)(T^* u, T^* v),
\end{equation}

hence
\begin{equation}
\xi(TXT^*) = (\Lambda^2 T)\xi(X) .
\end{equation}
By (21.77) and (21.68),
\begin{equation}
(\Lambda^2 T)\xi(X) = \frac{1}{2} \sum_{j,k} X_{jk} (Te_j) \wedge (Te_k),
\end{equation}
which can also be seen to yield the left side of (21.79) directly.
We now add the assumption that \( \text{dim} V = n = 2k \), and define a function called the Pfaffian,
\[
\text{(21.81)} \quad \text{Pf} : \text{Skew}(V) \rightarrow \mathbb{R},
\]
as follows. Recalling the orthonormal basis \( \{e_j\} \) of \( V \), we set
\[
\text{(21.82)} \quad \omega = e_1 \wedge \cdots \wedge e_n \in \Lambda^n V.
\]
Previous results from this section imply that \( \omega \) is independent of the choice of orthonormal basis of \( V \), up to sign. In fact, each \( \Lambda^k V \) gets an inner product, and \( \omega \) is the unique element of \( \Lambda^n V \) of norm 1, up to sign. The choice of such an element is called an orientation of \( V \), so we are set to define (21.81) when \( V \) is an oriented, real inner product space, of dimension \( n = 2k \). The defining equation, for \( X \in \text{Skew}(V) \), is
\[
\text{(21.83)} \quad \text{Pf}(X)\omega = \frac{1}{k!} \xi(X) \wedge \cdots \wedge \xi(X) \quad (k \text{ factors}).
\]

Here is an important transformation property. Take \( T \in \mathcal{L}(V) \). It follows from (21.79) that
\[
\text{(21.84)} \quad \text{Pf}(TXT^*)\omega = (\Lambda^{2k} T) \text{Pf}(X)\omega,
\]
hence, by (21.43),
\[
\text{(21.85)} \quad \text{Pf}(TXT^*) = (\det T) \text{Pf}(X), \quad \forall X \in \text{Skew}(V), T \in \mathcal{L}(V).
\]

With this, we can relate \( \text{Pf}(X) \) to the determinant.

**Proposition 21.14.** If \( V \) is an even-dimensional, oriented, real inner product space and \( X \in \text{Skew}(V) \), then
\[
\text{(21.86)} \quad \text{Pf}(X)^2 = \det X.
\]

**Proof.** There is no loss of generality in taking \( V = \mathbb{R}^n \), with its standard orthonormal basis. It follows from results of §11 that, given \( X \in \text{Skew}(V) \), we can write \( X = TYT^* \), where \( T \in SO(n) \) and \( Y \) is a sum of \( 2 \times 2 \) skew-symmetric blocks, of the form
\[
\text{(21.87)} \quad Y_{\nu} = \begin{pmatrix} 0 & \lambda_{\nu} \\ -\lambda_{\nu} & 0 \end{pmatrix}, \quad \lambda_{\nu} \in \mathbb{R}.
\]
Then
\[
\text{(21.88)} \quad \xi(Y) = \lambda_1 e_1 \wedge e_2 + \cdots + \lambda_k e_{2k-1} \wedge e_{2k},
\]
so (21.83) yields
\[
\text{(21.89)} \quad \text{Pf}(Y) = \lambda_1 \cdots \lambda_k.
\]
Now \( \det Y = (\lambda_1 \cdots \lambda_k)^2 \), so (21.86) follows from this and (21.85).
Exercises

1. Let $A \in M(n, \mathbb{C})$ have eigenvalues $\{\lambda_1, \ldots, \lambda_n\}$, repeated according to multiplicity. Show that, for $1 \leq k \leq n$,

$$\text{Tr} \Lambda^k A = \sigma_k(\lambda_1, \ldots, \lambda_n) = \sum_{1 \leq j_1 < \cdots < j_k \leq n} \lambda_{j_1} \cdots \lambda_{j_k}. $$

Here $\sigma_k$ are the elementary symmetric polynomials, introduced in Exercise 7 of §6.

2. Deduce from Exercise 1 above, plus Exercise 7 of §6, that

$$\det(\lambda I - A) = \sum_{k=0}^{n} (-1)^k (\text{Tr} \Lambda^k A) \lambda^{n-k}. $$

3. Let $V$ be an $n$-dimensional vector space over $\mathbb{F}$, with dual $V'$. Show that there is a natural isomorphism

$$\kappa : \Lambda^k V \otimes \Lambda^n V' \longrightarrow \Lambda^{n-k} V', $$

satisfying

$$\kappa(v_1, \wedge \cdots \wedge v_k \otimes \alpha)(w_1, \ldots, w_{n-k}) = \alpha(v_1, \ldots, v_k, w_1, \ldots, w_{n-k}). $$

4. In the setting of Exercise 3, establish the following generalization of Proposition 21.12 (due, in other language, to Jacobi).

**Proposition 21.15** If $A \in \mathcal{L}(V)$ is invertible, then

$$(\det A) \Lambda^k A^{-1} \otimes I = \kappa^{-1} \circ \Lambda^{n-k} A^t \circ \kappa,$$

in $\mathcal{L}(\Lambda^k V \otimes \Lambda^n V')$.

*Hint.* Adapt the proof of Proposition 21.12.

5. Establish the following variant of Proposition 21.8. If $A, B \in \mathcal{L}(V)$, then

$$\Lambda^k(AB) = (\Lambda^k A)(\Lambda^k B). $$
If \( \{e_1, \ldots, e_n\} \) is the standard basis of \( \mathbb{R}^n \), define an inner product on \( \Lambda^k \mathbb{R}^n \) by declaring an orthonormal basis to be

\[
\{e_{j_1} \wedge \cdots \wedge e_{j_k} : 1 \leq j_1 < \cdots < j_k \leq n\}.
\]

If \( A : \Lambda^k \mathbb{R}^n \to \Lambda^k \mathbb{R}^n \), define \( A^* : \Lambda^k \mathbb{R}^n \to \Lambda^k \mathbb{R}^n \) by

\[
\langle A\alpha, \beta \rangle = \langle \alpha, A^* \beta \rangle, \quad \alpha, \beta \in \Lambda^k \mathbb{R}^n,
\]

where \( \langle , \rangle \) is the inner product on \( \Lambda^k \mathbb{R}^n \) defined above.

6. Show that, if \( T : \mathbb{R}^n \to \mathbb{R}^n \) is linear, with adjoint \( T^* \), then

\[
(\Lambda^k T)^* = \Lambda^k (T^*).
\]

**Hint.** Check the identity \( \langle (\Lambda^k T)\alpha, \beta \rangle = \langle \alpha, (\Lambda^k T^*) \beta \rangle \) when \( \alpha \) and \( \beta \) run over the orthonormal basis described above. That is, show that if \( \alpha = e_{j_1} \wedge \cdots \wedge e_{j_k} \) and \( \beta = e_{i_1} \wedge \cdots \wedge e_{i_k} \), then

\[
\langle Te_{j_1} \wedge \cdots \wedge Te_{j_k}, e_{i_1} \wedge \cdots \wedge e_{i_k} \rangle = \langle e_{j_1} \wedge \cdots \wedge e_{j_k}, T^* e_{i_1} \wedge \cdots \wedge T^* e_{i_k} \rangle.
\]

**Hint.** Say \( T = (t_{ij}) \). In the spirit of (21.45), expand \( Te_{j_1} \wedge \cdots \wedge Te_{j_k} \), and show that the left side of the asserted identity above is

\[
\sum_{\sigma \in S_k} \text{sgn} \sigma t_{i_{\sigma(1)}j_1} \cdots t_{i_{\sigma(k)}j_k}.
\]

Similarly, show that the right side is equal to

\[
\sum_{\tau \in S_k} \text{sgn} \tau t_{i_{\tau(1)}j_1} \cdots t_{i_{\tau(k)}j_k}.
\]

To compare these two formulas, see the derivation of (5.30).

7. Show that if \( \{u_1, \ldots, u_n\} \) is any orthonormal basis of \( \mathbb{R}^n \), then the set

\[
\{u_{j_1} \wedge \cdots \wedge u_{j_k} : 1 \leq j_1 < \cdots < j_k \leq n\}
\]

is an orthonormal basis of \( \Lambda^k \mathbb{R}^n \).

**Hint.** Use Exercises 5 and 6 to show that if \( T : \mathbb{R}^n \to \mathbb{R}^n \) is an orthogonal transformation on \( \mathbb{R}^n \) (i.e., preserves the inner product) then \( \Lambda^k T \) is an orthogonal transformation on \( \Lambda^k \mathbb{R}^n \).
8. Let \( v_j, w_j \in \mathbb{R}^n, \) \( 1 \leq j \leq k \) \((k < n)\). Form the matrices \( V \), whose \( k \) columns are the column vectors \( v_1, \ldots, v_k \), and \( W \), whose \( k \) columns are the column vectors \( w_1, \ldots, w_k \). Show that \[
\langle v_1 \wedge \cdots \wedge v_k, w_1 \wedge \cdots \wedge w_k \rangle = \det W^t V = \det V^t W.
\]

*Hint.* Show that both sides are linear in each \( v_j \) and in each \( w_j \). (To treat the right side, use material in §5.) Use this to reduce the problem to verifying the asserted identity when each \( v_j \) and each \( w_j \) is chosen from among the set of basis vectors \( \{e_1, \ldots, e_n\} \). Use anti-symmetries to reduce the problem further.

9. Deduce from Exercise 8 that if \( v_j, w_j \in \mathbb{R}^n \), then \[
\langle v_1 \wedge \cdots \wedge v_k, w_1 \wedge \cdots \wedge w_k \rangle = \sum_{\pi \in S_k} (\text{sgn } \pi) \langle v_1, w_{\pi(1)} \rangle \cdots \langle v_k, w_{\pi(k)} \rangle.
\]

10. Show that the conclusion of Exercise 7 also follows from Exercise 9.

11. Let \( A, B : \mathbb{R}^k \to \mathbb{R}^n \) be linear maps and set \( \omega = e_1 \wedge \cdots \wedge e_k \in \Lambda^k \mathbb{R}^k \). We have \( \Lambda^k A \omega, \Lambda^k B \omega \in \Lambda^k \mathbb{R}^n \). Deduce from Exercise 8 that \[
\langle \Lambda^k A \omega, \Lambda^k B \omega \rangle = \det B^t A.
\]

Given \( A : \mathbb{R}^n \to \mathbb{R}^n \), an \( \ell \times \ell \) minor of \( A \) is the determinant of an \( \ell \times \ell \) matrix of the form

\[
\begin{pmatrix}
    a_{j(1)k(1)} & \cdots & a_{j(1)k(\ell)} \\
    \vdots & \ddots & \vdots \\
    a_{j(\ell)k(1)} & \cdots & a_{j(\ell)k(\ell)}
\end{pmatrix},
\]

where \( 1 \leq j(1) < \cdots < j(\ell) \leq n \), \( 1 \leq k(1) < \cdots < k(\ell) \leq n \), and \( A = (a_{jk}) \). The \((n - 1) \times (n - 1)\) minors were introduced in Exercises 3–4 of §5 and played a role in Cramer’s formula.
12. Relate the $\ell \times \ell$ minors of $A$ to the matrix entries of $\Lambda^\ell A$, with respect to the basis of $\Lambda^\ell \mathbb{R}^n$ given by (21.65) (with $k = \ell$).

13. Say also $B : \mathbb{R}^n \to \mathbb{R}^n$. Restate the identity $\Lambda^\ell(AB) = (\Lambda^\ell A)(\Lambda^\ell B)$ (cf. Exercise 5) in terms of an identity for the product of the matrices of $\ell \times \ell$ minors of $A$ and of $B$, respectively. The result is a version of the Cauchy-Binet formula.

14. Assume $A : \mathbb{R}^n \to \mathbb{R}^n$ is invertible. Using the result of Exercise 12, with $\ell = k$ and $\ell = n - k$, respectively, derive from Exercise 4 a formula relating the $k \times k$ minors of $A^{-1}$ to the $(n - k) \times (n - k)$ minors of $A^t$. This yields the classical version of Jacobi’s generalization of Cramer’s formula.
22. Vector spaces over more general fields

So far we have considered vector spaces over $F$, when $F$ is either the set $\mathbb{R}$ of real numbers or the set $\mathbb{C}$ of complex numbers. We now introduce a more general class of candidates for $F$, called fields. By definition, a field is a set $F$, endowed with two operations, addition and multiplication. That is, given $a, b \in F$, then $a + b$ and $ab$ are defined in $F$. Furthermore, the following properties are to hold, for all $a, b, c \in F$. First, there are laws for addition:

(22.1) Commutative law: $a + b = b + a$,
(22.2) Associative law: $(a + b) + c = a + (b + c)$,
(22.3) Zero: $\exists 0 \in F$, $a + 0 = a$,
(22.4) Negative: $\exists -a$, $a + (-a) = 0$.

If only these conditions hold, we say $F$ is a commutative, additive group. Next, there are laws for multiplication:

(22.5) Commutative law: $ab = ba$,
(22.6) Associative law: $a(bc) = (ab)c$,
(22.7) Unit: $\exists 1 \in F$, $1 \cdot a = a$,

and a distributive law, connecting addition and multiplication:

(22.8) $a(b + c) = ab + ac$.

Compare the conditions (1.4)–(1.11). If (22.1)–(22.8) hold, one says $F$ is a commutative ring with unit. If (22.7) is omitted, one says $F$ is a commutative ring. If (22.5) is also omitted, one says $F$ is a ring, provided that (22.8) is supplemented by

(22.9) $(b + c)a = ba + ca$.

We say $F$ is a field provided (22.1)–(22.8) hold and also the following holds:

(22.10) Inverse: $\forall a \neq 0$, $\exists a^{-1} \in F$ such that $aa^{-1} = 1$, $1 \neq 0$.

The reader should be familiar with the fact that $\mathbb{R}$ and $\mathbb{C}$ satisfy (22.1)–(22.10). (Proofs can be found in Chapter 1 of [T0].) Another field is $\mathbb{Q}$, the set of rational numbers. The set $\mathbb{Z}$ of integers satisfies (22.1)–(22.8), but not (22.10), so $\mathbb{Z}$ is a commutative ring with unit, but not a field. The sets $M(n, \mathbb{R})$ and $M(n, \mathbb{C})$ of matrices satisfy (22.1)–(22.9), with the exception of (22.5) (if $n > 1$), so they are rings (with unit), but not commutative rings. More generally, $M(n, F)$ is a ring for each field $F$, and, even more generally, for each ring $F$. 
Another important class of rings comes from modular arithmetic. Given an integer \( n \geq 2 \), we define \( \mathbb{Z}/(n) \) to consist of equivalence classes of integers, where, given \( a, a' \in \mathbb{Z} \),

\[
(22.11) \quad a \sim a' \iff n \text{ divides } a - a'.
\]

(Another notation is \( a = a' \mod n \). We also say \( a = a' \) in \( \mathbb{Z}/(n) \).) It is easy to verify that

\[
(22.12) \quad a \sim a', b \sim b' \implies a + b \sim a' + b' \text{ and } ab \sim a'b',
\]

so addition and multiplication are naturally well defined on \( \mathbb{Z}/(n) \). One also readily verifies (22.1)–(22.8), so \( \mathbb{Z}/(n) \) is a commutative ring with unit, for each such \( n \).

If \( n \) is not a prime, say \( n = jk \) with integers \( j \) and \( k \), both \( \geq 2 \), then

\[
(22.13) \quad j, k \neq 0 \text{ in } \mathbb{Z}/(n) \text{ but } jk = 0 \text{ in } \mathbb{Z}/(n),
\]

which is impossible if \( j \) has a multiplicative inverse as in (22.10). Thus \( \mathbb{Z}/(n) \) is not a field if \( n \) is not a prime. Conversely, we have the following.

**Proposition 22.1.** If \( p \in \mathbb{N} \) is a prime, then \( \mathbb{Z}/(p) \) is a field.

**Proof.** Pick \( a \in \mathbb{Z} \) such that \( a \neq 0 \) in \( \mathbb{Z}/(p) \), i.e., \( a \) is not a multiple of \( p \). Let

\[
(22.14) \quad \mathcal{I} = \{aj + pk : j, k \in \mathbb{Z}\}.
\]

The set \( \mathcal{I} \subset \mathbb{Z} \) has the following properties:

\[
(22.15) \quad \alpha, \beta \in \mathcal{I} \implies \alpha + \beta \in \mathcal{I}, \quad \alpha \in \mathcal{I}, \beta \in \mathbb{Z} \implies \alpha \beta \in \mathcal{I}.
\]

(One says \( \mathcal{I} \) is an ideal.) Let \( \ell \) be the smallest positive element of \( \mathcal{I} \). It follows from (22.15) that

\[
(22.16) \quad \mathcal{J} = \{\ell k : k \in \mathbb{Z}\} \implies \mathcal{J} \subset \mathcal{I}.
\]

If \( \mathcal{J} \neq \mathcal{I} \), then there exists \( k \in \mathbb{N} \) and \( \mu \in \mathcal{I} \) such that

\[
(22.17) \quad k\ell < \mu < (k + 1)\ell.
\]

But then we get

\[
(22.18) \quad 0 < \mu - k\ell < \ell, \text{ and } \mu - k\ell \in \mathcal{I},
\]
contradicting the fact that $\ell$ is the smallest positive element of $I$. Hence it is impossible that $J \neq I$, so

\[(22.19) \quad J = I.\]

Looking at (22.14), we see that both $a$ and $p$ must be multiples of $\ell$. Now if the prime $p$ is a multiple of $\ell$, then either $\ell = 1$ or $\ell = p$. Our hypothesis on $a$ does not allow $\ell = p$, so $\ell = 1$. Hence $J = \mathbb{Z}$, so $I = \mathbb{Z}$. Thus there exist $j, k \in \mathbb{Z}$ such that

\[(22.20) \quad aj + pk = 1.\]

Then the equivalence class of $j$ in $\mathbb{Z}/(p)$ is the desired inverse $a^{-1}$. This proves Proposition 22.1.

We recall that the notion of an ideal arose in §7, in the production of the minimal polynomial. Compare (7.9). In that setting, we were dealing with the set $P$ of polynomials, of the form

\[(22.21) \quad p(\lambda) = a_n\lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0,\]

with $a_j \in \mathbb{C}$. Now addition and multiplication of polynomials is well defined, and one readily verifies that $P$ satisfies (22.1)–(22.8), so $P$ is a commutative ring with unit. We can then construct the space $R$ of rational functions, consisting of quotients

\[(22.22) \quad \frac{p}{q}, \quad p, q \in P, \quad q \neq 0.\]

We say

\[(22.23) \quad \frac{p}{q} \sim \frac{\tilde{p}}{\tilde{q}} \iff \tilde{p}q = \tilde{q}p.\]

It is readily verified that (22.1)–(22.8) hold for $R$. Also (22.10) holds:

\[(22.24) \quad \left(\frac{p}{q}\right)^{-1} = \frac{q}{p}, \quad \text{if} \quad p \neq 0.\]

Hence $R$ is a field.

More generally, instead of requiring the coefficients $a_j$ in (22.21) to belong to $\mathbb{C}$, we can take any field $F$ and consider all objects of the form (22.21) with $a_j \in F$. We obtain a commutative ring with unit, typically denoted
Then one can pass to the set of quotients as in (22.22) and obtain a field, denoted $\mathbb{F}(\lambda)$. It is useful to make a comment about the nonvanishing condition. Namely, given $p \in \mathbb{F}[\lambda]$, as in (22.21), with $a_j \in \mathbb{F}$, we say

\begin{equation}
 p = 0 \iff a_0 = \cdots = a_n = 0.
\end{equation}

Now, such a polynomial also defines a function

$$
\Phi(p) : \mathbb{F} \longrightarrow \mathbb{F},
$$

whose value at $a \in \mathbb{F}$ is $p(a)$. When $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$, we make no notational distinction between $p$ and $\Phi(p)$, because

\begin{equation}
\text{if } \mathbb{F} = \mathbb{R} \text{ or } \mathbb{C}, \text{ then } p(a) = 0 \forall a \in \mathbb{F} \Rightarrow p = 0 \text{ in } \mathbb{F}[\lambda].
\end{equation}

However, for some fields this can fail. For example, if $r$ is a prime,

\begin{equation}
\mathbb{F} = \mathbb{Z}/(r), \quad p(\lambda) = \lambda^r - \lambda \Rightarrow p(a) = 0, \forall a \in \mathbb{F}.
\end{equation}

In such a case, one must carefully distinguish between $p \in \mathbb{F}[\lambda]$ and the associated function $\Phi(p)$ on $\mathbb{F}$.

Having defined the notion of a field and given several examples, we turn to the notion of a vector space over a field. Actually, this is formally just like that introduced in §1. If $\mathbb{F}$ is a field, then a vector space over $\mathbb{F}$ is a set $V$, endowed with two operations, vector addition and multiplication by scalars (elements of $\mathbb{F}$), satisfying the conditions (1.4)–(1.11).

One standard example of such a vector space is $\mathbb{F}^n$, defined exactly as in (1.13). An $n \times n$ matrix $A$ with entries in $\mathbb{F}$ produces a map $A : \mathbb{F}^n \rightarrow \mathbb{F}^n$ just as in (2.3)–(2.4). This map is linear, where the concept of a linear map $T : V \rightarrow W$ from one vector space over $\mathbb{F}$ to another is defined just as in (2.1)–(2.2). Then $\mathcal{L}(V, W)$, the space of linear transformations from $V$ to $W$, has the structure of a vector space over $\mathbb{F}$, just as in (2.9)–(2.10). Composition of such operators is given by matrix multiplication, as in (2.13)–(2.16). Given such $T \in \mathcal{L}(V, W)$, the spaces $\mathcal{N}(T)$ and $\mathcal{R}(T)$ are defined just as in (2.21)–(2.22), and they are vector spaces over $\mathbb{F}$.

The results on linear independence, bases, and dimension developed in §3 extend to this more general setting, as does the fundamental theorem of linear algebra, Proposition 3.6, and its corollaries, which finish up §3.

Material on determinants and invertibility developed in §5 extends to $n \times n$ matrices with coefficients in a general field $\mathbb{F}$, though one wrinkle is encountered. The argument in Proposition 5.1 needs to be modified for those fields $\mathbb{F}$ (such as $\mathbb{Z}/(2)$) for which $1 = -1$. Details are given at the end of this section; see Proposition 22.9. For the special case $\mathbb{F} = \mathbb{Z}/(2)$, see Exercise 4.
For another approach, valid for matrices over commutative rings, see material in §23, involving (23.17)–(23.23). One result of §5 that is special to the fields $\mathbb{F} = \mathbb{R}$ and $\mathbb{C}$ is Proposition 5.7 on denseness of $Gl(n, \mathbb{F})$ in $M(n, \mathbb{F})$. This does not extend to general fields.

Material in §6 on eigenvalues and eigenvectors extend to general fields $\mathbb{F}$, except for results that invoke the fundamental theorem of algebra, such as Proposition 6.1. For Proposition 6.1 to work when $V$ is a vector space over a field $\mathbb{F}$, one needs to know that, whenever $p(\lambda)$ is a polynomial of the form (22.21), with $a_j \in \mathbb{F}$, $n \geq 1$, and $a_n \neq 0$, then $p(\lambda_k) = 0$ for some $\lambda_k \in \mathbb{F}$. When a field $\mathbb{F}$ has this property, we say $\mathbb{F}$ is algebraically closed. The content of the fundamental theorem of algebra (established in Appendix A) is that $\mathbb{C}$ is algebraically closed. On the other hand, $\mathbb{R}$ is not algebraically closed, since $\lambda^2 + 1$ has no root in $\mathbb{R}$. It is significant that $\mathbb{R}$ is contained in the algebraically closed field $\mathbb{C}$. Generally, we have the following.

**Proposition 22.2.** Each field $\mathbb{F}$ is a subfield of some algebraically closed field $\tilde{\mathbb{F}}$.

A proof of this would take us too far afield (so to speak), and we refer to [L0], Chapter 7, §2.

If $\mathbb{F}$ is a subfield of $\tilde{\mathbb{F}}$ and $V$ is an $n$-dimensional vector space over $\mathbb{F}$, we can pass to a vector space $\tilde{V}$ over $\tilde{\mathbb{F}}$ by taking a basis $\{e_1, \ldots, e_n\}$ of $V$ and letting the coefficients $a_j$ in $a_1e_1 + \cdots + a_ne_n$ run over $\tilde{\mathbb{F}}$. For example, $V = \mathbb{F}^n$ gives rise to $\tilde{V} = \tilde{\mathbb{F}}^n$. An element $T \in L(V)$ with matrix representation $(a_{jk})$, $a_{jk} \in \mathbb{F}$, naturally acts also on $\tilde{V}$.

If $V$ is an $n$-dimensional vector space over $\mathbb{F}$ and $\mathbb{F}$ is algebraically closed, then Proposition 6.1 works, and the results of §7 on generalized eigenvectors also work. Going further, the results of §8 on triangular matrices and nilpotent matrices extend to the setting where $V$ is a vector space over an algebraically closed field $\mathbb{F}$ (including the Cayley-Hamilton theorem), and so do the results of §13, on the Jordan canonical form.

On the other hand, results of §§9–12 and §§14–15 are special to vector spaces over $\mathbb{R}$ and $\mathbb{C}$.

Back to generalities, results of §§16 and 18, and §§19–21 extend readily to vector spaces over a general field $\mathbb{F}$, except for wrinkles in exterior algebra when $1 = -1$ in $\mathbb{F}$.

The reader can have fun verifying these claims, none of which are hard (though they require a vigorous re-examination of these previous sections).

We return to the issue of describing examples of fields, and discuss some subsets of $\mathbb{R}$ and $\mathbb{C}$ that can be shown to be fields. To start, we take the
irrational number $\sqrt{2}$ and consider

\[(22.28) \quad \mathbb{Q}[\sqrt{2}] = \{a + b\sqrt{2} : a, b \in \mathbb{Q}\}.
\]

It is readily verified that $\mathbb{Q}[\sqrt{2}]$ is a subset of $\mathbb{R}$ that is closed under addition and multiplication, so it is a commutative ring with unit. As for (22.10), note that if $a, b \in \mathbb{Q}$,

\[(22.29) \quad \frac{1}{a + b\sqrt{2}} = \frac{a - b\sqrt{2}}{a^2 - 2b^2} \in \mathbb{Q}[\sqrt{2}],
\]

if either $a \neq 0$ or $b \neq 0$. Indeed, in such a case, the fact that $\sqrt{2}$ is irrational implies that the denominator $a^2 - 2b^2$ on the right side of (22.29) is nonzero. Thus $\mathbb{Q}[\sqrt{2}]$ is a field. A similar analysis applies to

\[(22.30) \quad \mathbb{Q}[i] = \{a + bi : a, b \in \mathbb{Q}\},
\]

where $i = \sqrt{-1}$, and to many other cases, such as $\mathbb{Q}[\sqrt{3}]$ and $\mathbb{Q}[\sqrt{-5}]$. Note that these are vector spaces over $\mathbb{Q}$ of dimension 2.

We next look at $\mathbb{Q}[\sqrt{2}, \sqrt{3}]$, the ring generated by $\mathbb{Q}$, $\sqrt{2}$, and $\sqrt{3}$, i.e.,

\[(22.30) \quad \mathbb{Q}[\sqrt{2}, \sqrt{3}] = \{a + b\sqrt{2} + c\sqrt{3} + d\sqrt{6} : a, b, c, d \in \mathbb{Q}\}.
\]

This is a vector space over $\mathbb{Q}$ of dimension 4. It is in fact a field, but the demonstration is perhaps not as straightforward as that for $\mathbb{Q}[\sqrt{2}]$ in (22.29).

Thus it is a field is, however, a special case of the following.

**Proposition 22.3.** Let $\mathcal{R}$ be a ring such that $\mathbb{Q} \subset \mathcal{R} \subset \mathbb{C}$. Assume $\mathcal{R}$ is a finite-dimensional vector space over $\mathbb{Q}$. Then $\mathcal{R}$ is a field.

**Proof.** Given a nonzero $a \in \mathcal{R}$, consider

\[(22.31) \quad M_a : \mathcal{R} \rightarrow \mathcal{R}, \quad M_a b = ab,
\]

which is linear over $\mathbb{Q}$. As long as $a \neq 0$, $M_a$ is clearly injective. The finite dimensionality of $\mathcal{R}$ then implies $M_a$ is surjective (cf. Corollary 3.7), so there exists $b \in \mathcal{R}$ such that $ab = 1$.

Let $\mathcal{R}$ be as in Proposition 22.3. Say its dimension, as a vector space over $\mathbb{Q}$, is $n$. We write

\[(22.32) \quad \dim_{\mathbb{Q}} \mathcal{R} = n.
\]

Take $\xi \in \mathcal{R}$. Then $\{1, \xi, \ldots, \xi^n\}$ is a subset of $\mathcal{R}$ with $n + 1$ elements, so it is linearly dependent. Thus there exist $a_j \in \mathbb{Q}$, not all 0, such that

\[(22.33) \quad a_n \xi^n + \cdots + a_0 = 0.
\]

We say $\xi$ is an algebraic number (of degree $\leq n$) if it satisfies an equation of the form (22.33). We have established the following.
Proposition 22.4. If \( \mathcal{R} \supset \mathcal{Q} \) is a ring satisfying (22.32), then each \( \xi \in \mathcal{R} \) is an algebraic number of degree \( \leq n \).

This has an easy converse.

Proposition 22.5. If \( \xi \in \mathcal{C} \) is an algebraic number of degree \( n \), then the ring \( \mathcal{Q}[\xi] \) has dimension \( \leq n \).

Proof. If \( \xi \) satisfies (22.33) with \( a_j \in \mathcal{Q} \), not all 0, then the set \( \{1, \xi, \ldots, \xi^{n-1}\} \) spans \( \mathcal{Q}[\xi] \).

Suppose we have two algebraic numbers, \( \xi \), satisfying (22.33), and \( \eta \), satisfying

\[
(22.34) \quad b_m \eta^m + \cdots + b_0 = 0,
\]

with \( b_j \in \mathcal{Q} \), not all 0. Consider the ring \( \mathcal{Q}[\xi, \eta] \subset \mathcal{C} \). Elements of this ring have the form

\[
(22.35) \quad \sum_{j,k=0}^{N} a_{jk} \xi^j \eta^k, \quad a_{jk} \in \mathcal{Q}, N \in \mathbb{N}.
\]

The equations (22.33) and (22.34) guarantee that

\[
\{\xi^j \eta^k : 0 \leq j \leq n - 1, 0 \leq k \leq m - 1\}
\]

spans \( \mathcal{Q}[\xi, \eta] \), as a vector space over \( \mathcal{Q} \). Thus

\[
(22.36) \quad \dim_{\mathcal{Q}} \mathcal{Q}[\xi, \eta] \leq mn,
\]

and Propositions 22.3-22.4 apply. Thus \( \mathcal{Q}[\xi, \eta] \) is a field, and both \( \xi + \eta \) and \( \xi \eta \) belong to it, as does \( \xi^{-1} \), if \( \xi \neq 0 \). Since, by Proposition 22.4, each element of \( \mathcal{Q}[\xi, \eta] \) is an algebraic number, we have the following.

Proposition 22.6. The set \( \mathcal{A} \) of algebraic numbers in \( \mathcal{C} \) is a field.

A different proof of this result is given in Appendix D.

We can extend the argument leading to (22.36). If \( a_j \in \mathcal{C} \) are algebraic numbers, of degree \( \leq m_j \), for \( 1 \leq j \leq \mu \), and if \( \mathcal{Q}[a_1, \ldots, a_\mu] \) is the ring generated by them, whose elements have the form

\[
(22.37) \quad \sum_{j_1,\ldots,j_\mu=0}^{N} b_{j_1,\ldots,j_\mu} a_{1}^{j_1} \cdots a_{\mu}^{j_\mu}, \quad b_{j_1,\ldots,j_\mu} \in \mathcal{Q}, N \in \mathbb{N},
\]
then
\[(22.38) \quad \dim_{\mathbb{Q}} \mathbb{Q}[a_1, \ldots, a_\mu] \leq m_1 \cdots m_\mu.\]

Suppose now that \(\xi \in \mathbb{C}\) satisfies
\[(22.39) \quad a_\mu \xi^\mu + \cdots + a_1 \xi + a_0 = 0,\]
with \(a_j \in \mathcal{A}\) as above, \(a_\mu \neq 0\). Consider the ring
\[(22.40) \quad \mathbb{Q}[a_1, \ldots, a_\mu, \xi] = \mathbb{F}[\xi],\]
where \(\mathbb{F}\) is the field (thanks to \(22.38\) and Proposition 22.3)
\[(22.41) \quad \mathbb{F} = \mathbb{Q}[a_1, \ldots, a_\mu].\]
The equation \((22.39)\) implies
\[(22.42) \quad \dim_{\mathbb{F}} \mathbb{F}[\xi] \leq \mu,\]
This together with \((22.38)\) gives
\[(22.43) \quad \dim_{\mathbb{Q}} \mathbb{Q}[a_1, \ldots, a_\mu, \xi] \leq \mu m_1 \cdots m_\mu.\]
Thus \(\mathbb{Q}[a_1, \ldots, a_\mu, \xi]\) is a field, consisting of algebraic numbers, and in particular we conclude that \(\xi \in \mathcal{A}\). This proves the following.

**Proposition 22.7.** The field \(\mathcal{A}\) of algebraic numbers is algebraically closed.

**Remark.** The proof of Proposition 22.7 given above started with a root \(\xi \in \mathbb{C}\) of \((22.39)\), and hence made use of the fundamental theorem of algebra (established in Appendix A).

In light of Proposition 22.7, results of \(\S\S\ 6–7\) on eigenvectors and generalized eigenvectors apply, as do results of \(\S\ 13\) on the Jordan canonical form. We record the latter.

**Proposition 22.8.** Let \(\mathcal{A} \subset \mathbb{C}\) denote the field of algebraic numbers. Given \(A \in M(n, \mathcal{A})\), each eigenvalue of \(A\) is an element of \(\mathcal{A}\), and there exists an invertible \(B \in M(n, \mathcal{A})\) such that \(B^{-1}AB\) is in Jordan normal form.

**More on determinants**

Earlier in this section we noted that material in \(\S\ 5\) extends to \(n \times n\) matrices with coefficients in a general field \(\mathbb{F}\), except that a modification is needed for fields in which \(1 = -1\). (One says \(\mathbb{F}\) has characteristic 2.) Here we provide a development of the determinant that works uniformly for all fields, including those of characteristic 2. The key is to establish the following variant of Proposition 5.1.
Proposition 22.9. Let $F$ be a field. There is a unique function
\begin{equation}
\vartheta : M(n, F) \longrightarrow F
\end{equation}
satisfying the following three properties:

(a) $\vartheta$ is linear in each column of $A$,

(b') $\vartheta(A) = 0$ if $A$ has two columns that are identical,

(c) $\vartheta(I) = 1$.

We denote this function by $\det$.

The way this differs from Proposition 5.1 (aside from involving more
general fields) is that here the hypothesis (b') replaces (b)

(b) $\vartheta(\tilde{A}) = -\vartheta(A)$ if $\tilde{A}$ is obtained from $A$ by interchanging two columns.

From (b) it follows that $\vartheta(A) = -\vartheta(A)$ if two columns of $A$ are identical,
and this implies $\vartheta(A) = 0$ unless $F$ has characteristic $2$. On the other hand,
we claim that, for every field $F$,
\begin{equation}
(a) \text{ and } (b') \Rightarrow (b).
\end{equation}

To see this, let $\tilde{A}$ be obtained from $A$ by switching columns $j$ and $k$; say
$j < k$, so $A = (a_1, \ldots, a_j, \ldots, a_k, \ldots, a_n)$. Then (a) and (b') imply
\begin{align}
\vartheta(A) &= \vartheta(a_1, \ldots, a_j + a_k, \ldots, a_k, \ldots, a_n) \\
&= \vartheta(a_1, \ldots, a_j + a_k, \ldots, -a_j, \ldots, a_n) \\
&= \vartheta(a_1, \ldots, a_k, \ldots, -a_j, \ldots, a_n) \\
&= -\vartheta(\tilde{A}),
\end{align}
as desired.

Proof of Proposition 22.9. In light of (22.45), calculations made in the
proof of Proposition 5.1 apply here to show that if $\vartheta$ satisfies (a), (b') and
(c) (and hence also (b)), then the following identity must hold:
\begin{equation}
\vartheta(A) = \sum_{\sigma \in S_n} (\mathrm{sgn} \sigma)a_{\sigma(1)} \cdots a_{\sigma(j)}j \cdots a_{\sigma(k)}k \cdots a_{\sigma(n)n}.
\end{equation}

It remains to show that $\vartheta$, given by (22.47), satisfies (a), (b'), and (c).
Arguments given in §5 show that $\vartheta$ satisfies (a), (b), and (c). It remains to
show that $\vartheta$ satisfies (b').
For this, let us set
\[(27.48)\] \[S_n = S_n^+ \cup S_n^-; \quad S_n^\pm = \{ \sigma \in S_n : \text{sgn} \, \sigma = \pm 1 \}, \]
so
\[(22.49)\] \[\vartheta(A) = \delta^+(A) - \delta^-(A), \]
\[(22.50)\] \[\delta^+(A) = \sum_{\sigma \in S_n^+} a_{\sigma(1)} \cdots a_{\sigma(j)} \cdots a_{\sigma(k)} a_{\sigma(n)}^n. \]

Now suppose \(\tilde{A}\) is obtained from \(A\) by switching columns \(j\) and \(k\) (say \(j < k\)). Then
\[(23.50)\] \[\delta^+(\tilde{A}) = \sum_{\sigma \in S_n} a_{\sigma(1)} \cdots a_{\sigma(j)k} \cdots a_{\sigma(n)}^n = \sum_{\sigma \in S_n} a_{\sigma jk(1)} \cdots a_{\sigma jk(j)} \cdots a_{\sigma jk(k)} a_{\sigma jk(n)}^n, \]
where
\[(22.51)\] \[\sigma jk = \sigma \circ \gamma jk, \quad \gamma jk \in S_n \text{ switches } j \text{ and } k. \]

For each such \(j\) and \(k\), \(\{ \sigma \circ \gamma jk : \sigma \in S_n^+ \} = S_n^-\), so \((22.50)\) yields
\[(22.52)\] \[\delta^+(A) = \sum_{\sigma \in S_n} a_{\sigma(1)} \cdots a_{\sigma(j)} a_{\sigma(k)} a_{\sigma(n)}^n = \delta^-(A). \]

In particular,
\[(22.53)\] \[A = \tilde{A} \implies \delta^+(A) = \delta^-(A) \implies \vartheta(A) = 0, \]
and we have (b'). This proves Proposition 22.9.

---

**Exercises**

1. Let \(\mathbb{F}\) be a field. Show that, if \(a, b \in \mathbb{F}\),
   \[a + b = a \Rightarrow b = 0,\]
   \[a + 0 \cdot a = (1 + 0)a = a,\]
   \[0 \cdot a = 0,\]
   \[a + b = 0 \Rightarrow b = -a,\]
   \[a + (-1)a = 0 \cdot a = 0,\]
   \[(-1)a = -a.\]
2. Let $V$ be a vector space over $\mathbb{F}$. Take $a \in \mathbb{F}, v, w \in V$. Show that the results (1.12) hold. Show also that

$$a \cdot 0 = 0 \in V, \quad a(-v) = -av.$$ 

_Hint._ See Exercises 2–3 of §1.

3. Check (22.27) explicitly for $r = 2, 3,$ and $5$. Try to prove it for all primes $r$. _Hint._ See Appendix E.

4. Given $A = (a_{jk}) \in M(n, \mathbb{Z}/(2))$, pick

$$\tilde{A} = (\tilde{a}_{jk}) \in M(n, \mathbb{Z}) \subset M(n, \mathbb{R}), \quad a_{jk} = \tilde{a}_{jk} \mod 2.$$ 

Show that $\det \tilde{A} \mod 2$ is independent of the choice of such $\tilde{A}$. Show that taking

$$\det : M(n, \mathbb{Z}/(2)) \longrightarrow \mathbb{Z}/(2), \quad \det A = \det \tilde{A} \mod 2,$$

gives a good determinant on $M(n, \mathbb{Z}/(2))$.

5. For which primes $p$ does $-1$ have a square root in $\mathbb{Z}/(p)$?

6. Set $\mathbb{F} = \mathbb{Z}/(3)$ and consider the ring $\mathcal{R} = \mathbb{F}[\sqrt{-1}]$. Show that $\mathcal{R}$ is a field. What is $\dim_{\mathbb{F}} \mathcal{R}$?

In Exercises 7–8, we take

$$A = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \in M(2, \mathbb{F}).$$

7. Find the eigenvalues and eigenvectors of $A$ when

(a) $\mathbb{F} = \mathbb{Z}/(2)$,
(b) $\mathbb{F} = \mathbb{Z}/(5)$.
8. Find the eigenvalues and eigenvectors of $A$ when

$$F = \mathbb{Z}/(3)[\sqrt{-1}].$$

*Hint.* One task is to figure out what this object is and why it is a field. This was set up in Exercise 6. One might also peek ahead at Exercises 17–18 of §23. For still more, see Appendix L.

Exercises 9–12 expand on arguments used to prove Proposition 22.1.

9. Recall that an ideal in $\mathbb{Z}$ is a nonempty subset $\mathcal{I} \subset \mathbb{Z}$ satisfying (22.15). Show that, if $\mathcal{I} \subset \mathbb{Z}$ is a nonzero ideal and $\ell$ is the smallest positive element of $\mathcal{I}$, then

$$\mathcal{I} = (\ell) = \{\ell k : k \in \mathbb{Z}\}.$$

*Hint.* Review the proof of Proposition 22.1.

10. Generally, if $\ell_1, \ldots, \ell_\mu \in \mathbb{Z}$, we set

$$(\ell_1, \ldots, \ell_\mu) = \{\ell_1 k_1 + \cdots + \ell_\mu k_\mu : k_j \in \mathbb{Z}\}.$$  

Show that this is an ideal. This is called the ideal in $\mathbb{Z}$ generated by the set $\{\ell_1, \ldots, \ell_\mu\}$.

11. Given $m, n \in \mathbb{Z}$, both nonzero, apply Exercises 9–10 to the ideal $(m, n)$ to conclude that there exists $\ell \in \mathbb{N}$ such that $(m, n) = (\ell)$. Explain why $\ell$ is called the *greatest common divisor* of $m$ and $n$. We write

$$\ell = \gcd(m, n).$$

12. Given $m, n \in \mathbb{Z}$, both nonzero, we say they are relatively prime if they have no common prime factors. Show that this holds if and only if $\gcd(m, n) = 1$, and hence if and only if there exist $j, k \in \mathbb{Z}$ such that

$$mj + nk = 1.$$ 

13. Given $m, n \in \mathbb{N}$, we denote by $\text{lcm}(m, n)$ the least common multiple of $m$ and $n$, i.e., the smallest element of $\mathbb{N}$ that is an integral multiple of both $m$ and $n$. Show that

$$\text{lcm}(m, n) \cdot \gcd(m, n) = mn.$$ 

14. Show that the set $\mathcal{A}$ of algebraic numbers is countable.

*Hint.* The set of polynomials with rational coefficients is countable.
23. Rings and modules

The notion of a ring was defined in §22. For the purpose of this section, a ring will always have a unit, so it satisfies the conditions (22.1)–(22.10), except for (22.5) (whose validity then defines the notion of a commutative ring).

Given such a ring $R$, a module over $R$ is a set $M$ with the following structure. First, it is a commutative, additive group. Next, there is a product $R \times M \rightarrow M$, associating to each $a \in R$ and $u \in M$ an element $au \in M$, and the product satisfies the following conditions, for all $a, b \in R$ and $u, v \in M$:

\[
\begin{align*}
  a(u + v) &= au + av, \\
  (a + b)u &= au + bu, \\
  (ab)u &= a(bu), \\
  1 \cdot u &= u.
\end{align*}
\]

(23.1)

Note that these conditions are close to those defining a vector space. In fact, a vector space is precisely an $R$-module when $R$ is a field.

Such an $R$-module is also called a left $R$-module. A right $R$-module is a commutative additive group $M$ with a product $M \times R \rightarrow M$, assigning to each $a \in R, u \in M$ an element $ua \in M$, satisfying, in place of (23.1), the conditions

\[
\begin{align*}
  (u + v)a &= ua + va, \\
  u(a + b) &= ua + ub, \\
  u(ab) &= (ua)b, \\
  u \cdot 1 &= u.
\end{align*}
\]

(23.2)

One class of examples of modules is provided by the class of commutative additive groups. If $M$ is such a group, then $M$ naturally has the structure of a $\mathbb{Z}$-module, with

\[
k u = u + \cdots + u \quad (k \text{ summands}),
\]

(23.3) for $k \in \mathbb{N}, u \in M,$ and $(-k)u = -(ku)$.

To take another class of examples, the set $\mathcal{R}^n$, consisting of columns

\[
u = \begin{pmatrix} u_1 \\ \vdots \\ u_n \end{pmatrix}, \quad u_j \in \mathcal{R},
\]

(23.4)
has the structure of a left $\mathcal{R}$-module, with
\[(23.5) \quad au = \begin{pmatrix} au_1 \\ \vdots \\ au_n \end{pmatrix}, \quad a \in \mathcal{R}, \quad u \in \mathcal{R}^n,
\]
and also the structure of a right $\mathcal{R}$-module, with
\[(23.5A) \quad ua = \begin{pmatrix} u_1a \\ \vdots \\ u_na \end{pmatrix}, \quad a \in \mathcal{R}, \quad u \in \mathcal{R}^n.
\]

Next, consider $\mathcal{M}(m \times n, \mathcal{R})$, the set of $m \times n$ matrices with entries in $\mathcal{R}$, with a typical element
\[(23.6) \quad U = \begin{pmatrix} u_{11} & \cdots & u_{1n} \\ \vdots & \ddots & \vdots \\ u_{m1} & \cdots & u_{mn} \end{pmatrix}, \quad u_{jk} \in \mathcal{R}.
\]
Matrix operations are defined as in §2. We see that $\mathcal{M}(m \times n, \mathcal{R})$ is a left $\mathcal{M}(m, \mathcal{R})$-module, and also a right $\mathcal{M}(n, \mathcal{R})$-module, with products
\[(23.7) \quad (A, U) \mapsto AU, \quad (U, B) \mapsto UB,
\]
given by matrix multiplication.

Suppose $\mathcal{M}_1$ and $\mathcal{M}_2$ are both left $\mathcal{R}$-modules. A map
\[(23.8) \quad T : \mathcal{M}_1 \longrightarrow \mathcal{M}_2
\]
is said to be a module homomorphism (also called an $\mathcal{R}$-linear map) provided
\[(23.9) \quad T(au + bv) = aTu + bTv,
\]
for all $a, b \in \mathcal{R}, u, v \in \mathcal{M}_1$. If instead $\mathcal{M}_1$ and $\mathcal{M}_2$ are right $\mathcal{R}$-modules, the condition for $T$ to be $\mathcal{R}$-linear is
\[(23.10) \quad T(ua + vb) = (Tu)a + (Tv)b,
\]
for all such $a, b, u, v$.

For some examples of module homomorphisms, take $A \in \mathcal{M}(m \times n, \mathcal{R})$ and consider
\[(23.11) \quad A : \mathcal{R}^n \longrightarrow \mathcal{R}^m,
\]
with $Au$ given by matrix multiplication, as in (2.4). This is an $R$-module homomorphism, for $R^n$ and $R^m$ considered as right $R$-modules. Generally, it is not a homomorphism of left $R$-modules, unless $R$ is a commutative ring (or at least all the matrix entries $a_{jk}$ commute with each element of $R$). Partly for this reason, modules over commutative rings have more in common with vector spaces than those over non-commutative rings.

Given $R$-modules $M_j$, we denote by $\mathcal{L}(M_1, M_2)$ the set of $R$-linear maps from $M_1$ to $M_2$, if the ring $R$ is understood. If we want to emphasize what $R$ is, we write $\text{Hom}_R(M_1, M_2)$. One might see a need for notation that distinguishes between the cases of left $R$-modules and right $R$-modules, but we will not bring in further notational baggage.

In fact, we will have no need to. From here on, we will restrict our attention to the case where $R$ is a commutative ring, with unit (and, without loss of generality, all modules will be left modules). Note that $\text{Hom}_R(M_1, M_2)$ gets the structure of an $R$-module, such that

$$(23.11A) \quad (aT)(u) = a(Tu).$$

In linear algebra over such a commutative ring, some results we have seen in the vector space setting extend quite cleanly, and some need moderate to substantial modification. We look at some clean extensions first, starting with determinants.

If $m = n$ in (23.11), the $n \times n$ matrix

$$(23.12) \quad A = \begin{pmatrix} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{n1} & \cdots & a_{nn} \end{pmatrix}, \quad a_{jk} \in R,$$

represents the general $R$-linear map from $R^n$ to itself. We can extend Proposition 5.1 to produce the determinant function

$$(23.13) \quad \det : M(n, R) \longrightarrow R,$$

with essentially no change in the argument, as long as $R$ has the property that

$$(23.14) \quad a \in R, \; a \neq 0 \implies a \neq -a.$$
Next, the proof of Proposition 5.3 goes through, so we have

\[(23.16) \quad \det(AB) = (\det A)(\det B),\]

provided \(A, B \in M(n, \mathcal{R})\), where \(\mathcal{R}\) is a commutative ring, with unit, satisfying (23.14).

There are rings that do not satisfy (23.14), such as \(\mathbb{Z}/(2)\), which is not only a commutative ring with unit, but actually a field. What fails when \(\mathcal{R}\) does not satisfy (23.14) is the deduction (5.12) from rule (b) in Proposition 5.1, since what rule (b) gives directly is \(\det B = -\det B\), whenever \(B\) has two identical columns. As we will see, we can extend the determinant to work for all commutative rings \(\mathcal{R}\) with unit, even when (23.14) fails. We describe one approach below. For another, see Exercise 23.

To do this, let \(\{x_\alpha : \alpha \in \mathcal{A}\}\) be a (possibly infinite) set of “variables,” and form the ring

\[(23.17) \quad \tilde{\mathcal{R}} = \mathbb{Z}[x_\alpha, \alpha \in \mathcal{A}],\]

i.e., the ring of polynomials in these variables, with coefficients in \(\mathbb{Z}\). Certainly \(\tilde{\mathcal{R}}\) satisfies (23.14), so we have a determinant

\[(23.18) \quad \det_{\tilde{\mathcal{R}}}: M(n, \tilde{\mathcal{R}}) \rightarrow \tilde{\mathcal{R}},\]

satisfying (23.15) and (23.16). Now let \(\mathcal{R}\) be an arbitrary commutative ring with unit, perhaps not satisfying (23.14). Pick a set \(\mathcal{A}\) and a map \(x_\alpha \mapsto a_\alpha\) such that \(\{a_\alpha : \alpha \in \mathcal{A}\}\) generates \(\mathcal{R}\), i.e., every element of \(\mathcal{R}\) is a polynomial (with integer coefficients) in these elements \(a_\alpha\). (One possibility is that \(\mathcal{A} = \mathcal{R}\) and \(a_\alpha = \alpha\).) This gives rise to a map

\[(23.19) \quad \varphi : \tilde{\mathcal{R}} \rightarrow \mathcal{R},\]

taking a polynomial in \(\{x_\alpha\}\) with integral coefficients to the corresponding polynomial in \(\{a_\alpha\}\). This is a ring homomorphism, i.e.,

\[(23.20) \quad \varphi(p + q) = \varphi(p) + \varphi(q), \quad \varphi pq = \varphi(p)\varphi(q),\]

for all \(p, q \in \tilde{\mathcal{R}}\). Also it is surjective, i.e., given \(a \in \mathcal{R}\), \(a = \varphi(p)\) for some \(p \in \tilde{\mathcal{R}}\) (perhaps not unique). This gives rise to ring homomorphisms

\[(23.21) \quad \varphi_n : M(n, \tilde{\mathcal{R}}) \rightarrow M(n, \mathcal{R}),\]

taking \((x_{jk})\) to \((\varphi(x_{jk}))\), and these maps are surjective. Thus, given \(A \in M(n, \mathcal{R})\), one can pick

\[(23.22) \quad X \in M(n, \tilde{\mathcal{R}}) \text{ such that } \varphi_n(X) = A.\]
We propose to define \( \det : M(n, \mathcal{R}) \to \mathcal{R} \) so that
\[
(23.23) \quad \det A = \varphi(\det_{\tilde{\mathcal{R}}} X),
\]
for \( X \) as in (23.22). We need to show that (23.23) depends only on \( A \), so we get the same result if \( X \) in (23.22) is replaced by \( Y \in M(n, \tilde{\mathcal{R}}) \) such that \( \varphi_n(Y) = A \). Indeed, since the analogue of (23.15) holds for \( \det_{\tilde{\mathcal{R}}} \) in (23.18), it follows that, whenever (23.22) holds, for \( A \in M(n, \mathcal{R}) \), of the form (23.12), then \( \det A \) satisfies (23.15), which indeed depends only on \( A \). Thus \( \det : M(n, \mathcal{R}) \to \mathcal{R} \) is well defined by (23.22)–(23.23). The fact that \( \varphi \) is a ring homomorphism then gives (23.16).

With these arguments accomplished, one can extend the results of Exercises 1–3 of \( \S \)5, on expanding determinants by minors, to matrices whose entries belong to a commutative ring \( \mathcal{R} \), first in case \( \mathcal{R} \) satisfies (23.14), hence for \( \mathcal{R} = \tilde{\mathcal{R}} \) as in (23.17), then for general commutative \( \mathcal{R} \). One can then proceed from (5.39) to the Cramer formula (5.41), i.e.
\[
(23.24) \quad CA = (\det A)I, \quad C = (c_{jk}), \quad c_{jk} = (-1)^{j-k} \det A_{kj},
\]
with \( A_{kj} \in M(n-1, \mathcal{R}) \) as in (5.39). If we replace \( A \in M(n, \mathcal{R}) \) by its transpose \( A^t \), the argument yielding (5.31), i.e.,
\[
(23.25) \quad \det A = \det A^t,
\]
continues to hold. Then we can replace \( A \) by \( A^t \) in (23.24) and take the transpose of the resulting identity, to get
\[
(23.26) \quad AC = (\det A)I.
\]

One consequence of the identities above is the following variant of Proposition 5.6.

**Proposition 23.1.** Let \( \mathcal{R} \) be a commutative ring with unit and let \( A \in M(n, \mathcal{R}) \). Then \( A \) is invertible if and only if
\[
(23.27) \quad \det A \text{ has a multiplicative inverse in } \mathcal{R}.
\]

**Proof.** If \( \det A \) has an inverse \( b \in \mathcal{R} \), then \( bC \) is the inverse of \( A \). Conversely, if \( A \) has an inverse \( B \) then \( (\det B)(\det A) = 1 \), so \( \det B \) is the multiplicative inverse of \( \det A \).

Invertibility of such \( A \) is equivalent to the map \( A : \mathcal{R}^n \to \mathcal{R}^n \) being both one-to-one (injective),
\[
(23.28) \quad \text{and}
\]
onto (surjective).
In the case of $n$-dimensional vector spaces over a field, these two properties are equivalent, and they are also equivalent to the condition $\det A \neq 0$. Matters are different for other rings.

For example, take $n = 1$, $\mathcal{R} = \mathbb{Z}$, and $A \in \mathbb{Z} \setminus \{-1, 0, 1\}$. Then $A : \mathbb{Z} \to \mathbb{Z}$ is injective but not surjective. Generally, for $n = 1$, $A$ surjective $\Rightarrow Au = 1$ for some $u \in \mathcal{R}$ $\Rightarrow A$ invertible. The converse is clear, so

\begin{equation}
\text{(23.29) For } n = 1, \ A \text{ is surjective } \iff A \text{ is invertible.}
\end{equation}

On the other hand, if we set

\begin{equation}
\text{(23.30) } \mathcal{Z}(\mathcal{R}) = \{a \in \mathcal{R} : ab = 0 \text{ for some nonzero } b \in \mathcal{R}\},
\end{equation}

then

\begin{equation}
\text{(23.31) For } n = 1, \ A \text{ is injective } \iff A \in \mathcal{R} \setminus \mathcal{Z}(\mathcal{R}).
\end{equation}

The set $\mathcal{Z}(\mathcal{R})$ is called the set of zero divisors in $\mathcal{R}$. If $\mathcal{R}$ is a commutative ring with unit and $\mathcal{Z}(\mathcal{R}) = 0$, we say $\mathcal{R}$ is an integral domain. Clearly $\mathbb{Z}$ is an integral domain. Every field is an integral domain, including $\mathbb{Z}/(p)$ for $p$ prime. However, if $n$ is composite, say $n = jk$, $j, k \geq 2$, then

\begin{equation}
\text{(23.32) } n = jk \implies j, k \in \mathcal{Z}(\mathbb{Z}/(n)).
\end{equation}

Returning to the study of $A \in M(n, \mathcal{R})$ for general $n$, we see from (23.24) and (23.26) that

\begin{equation}
\text{(23.33) } A \text{ and } C \text{ both injective } \iff \det A \notin \mathcal{Z}(\mathcal{R}),
\end{equation}

\begin{equation}
A \text{ and } C \text{ both surjective } \iff \det A \text{ invertible in } \mathcal{R}.
\end{equation}

In particular, if $\mathcal{R}$ is an integral domain, then $A$ and $C$ are both injective if and only if $\det A \neq 0$. In this case, we can go further.

**Proposition 23.2.** *If $\mathcal{R}$ is an integral domain and $A \in M(n, \mathcal{R})$, then*

\begin{equation}
\text{(23.34) } A \text{ is injective } \iff \det A \neq 0.
\end{equation}

**Proof.** The “$\Rightarrow$” part follows from the first part of (23.33). To establish the “$\Leftarrow$” part, we bring in the following important construction.

Given an integral domain $\mathcal{R}$, we associate a field $\mathbb{F}_\mathcal{R}$, called the quotient field of $\mathcal{R}$, as follows. Elements of $\mathbb{F}_\mathcal{R}$ consist of equivalence classes of objects

\begin{equation}
\text{(23.35) } \frac{a}{b}, \ a, b \in \mathcal{R}, \ b \neq 0,
\end{equation}

where $a/b$ is defined as the equivalence class of $a/b$ in $\mathcal{R}$. For any $a \in \mathcal{R}$, we define $0 = \{b \in \mathcal{R} : ab = 0\}$. Then $\mathbb{F}_\mathcal{R}$ is a field, and $\mathcal{R}$ is a subring of $\mathbb{F}_\mathcal{R}$.

**Example.** Consider $\mathcal{R} = \mathbb{Z}$ and $A \in M(n, \mathbb{Z})$. Then $\mathbb{F}_\mathcal{R} = \mathbb{Q}$, and $A$ is injective if and only if $\det A \neq 0$. If $\mathcal{R}$ is an integral domain, then $A$ is injective if and only if $\det A \neq 0$. In this case, we can go further.

**Proposition 23.2.** *If $\mathcal{R}$ is an integral domain and $A \in M(n, \mathcal{R})$, then*

\begin{equation}
\text{(23.34) } A \text{ is injective } \iff \det A \neq 0.
\end{equation}

**Proof.** The “$\Rightarrow$” part follows from the first part of (23.33). To establish the “$\Leftarrow$” part, we bring in the following important construction.
where the equivalence relation is
\[(23.36) \quad \frac{a}{b} \sim \frac{a'}{b'} \iff ab' = a'b.\]
If also \(c, d \in \mathcal{R}, d \neq 0\), set
\[(23.37) \quad \frac{a}{b} + \frac{c}{d} = \frac{ad + bc}{bd}, \quad \frac{a}{b} \cdot \frac{c}{d} = \frac{ac}{bd}.\]
Since \(\mathcal{R}\) is an integral domain, we have \(bd \neq 0\). These operations respect the equivalence relation (23.36) and lead to a well defined sum and product on \(\mathbb{F}_\mathcal{R}\), which is then seen to be a field. In particular, for \(a, b \in \mathcal{R}\),
\[(23.38) \quad a \neq 0, b \neq 0 \implies \left(\frac{a}{b}\right)^{-1} = \frac{b}{a}.\]
We have a map
\[(23.39) \quad \iota : \mathcal{R} \rightarrow \mathbb{F}_\mathcal{R}, \quad \iota(a) = \frac{a}{1},\]
and if \(\mathcal{R}\) is an integral domain, this is an injective ring homomorphism. Note that
\[(23.40) \quad \mathcal{R} = \mathbb{Z} \implies \mathbb{F}_\mathcal{R} = \mathbb{Q}.\]
Also, in notation introduced below (22.24),
\[(23.41) \quad \mathcal{R} = \mathbb{Z}[\lambda] \implies \mathbb{F}_\mathcal{R} = \mathbb{Q}(\lambda).\]

We now turn to the implication “\(\Rightarrow\)” in Proposition 23.2. Using (23.39), we induce the injective ring homomorphism
\[(23.42) \quad \iota_n : M(n, \mathcal{R}) \rightarrow M(n, \mathbb{F}_\mathcal{R}).\]
Given \(A \in M(n, \mathcal{R})\),
\[(23.43) \quad \det(\iota_n A) = \iota(\det A).\]
Denote \(\iota_n A\) by \(A^\#\). We have
\[(23.44) \quad A : \mathcal{R}^n \rightarrow \mathcal{R}^n, \quad A^\# : (\mathbb{F}_\mathcal{R})^n \rightarrow (\mathbb{F}_\mathcal{R})^n,\]
and both operations are given by left multiplication by the same matrix. Suppose \(u \in (\mathbb{F}_\mathcal{R})^n\). Then \(u = (u_1, \ldots, u_n)^t\) and each \(u_j = a_j/b_j\) with \(a_j, b_j \in \mathcal{R}, b_j \neq 0\). Then
\[(23.45) \quad A^\# u = 0 \implies Av = 0,\]
where
\[(23.46) \quad v = \begin{pmatrix} v_1 \\ \vdots \\ v_n \end{pmatrix}, \quad v_j = u_j \left( \prod_{\ell=1}^{n} b_{\ell} \right) = a_j \left( \prod_{\ell \neq j} b_{\ell} \right) \in \mathcal{R}. \]

Hence
\[(23.47) \quad A \text{ injective } \Rightarrow A^\# \text{ injective}. \]

But since \( F_{\mathcal{R}} \) is a field, results discussed in §22 give
\[(23.48) \quad A^\# \text{ injective } \iff A^\# \text{ surjective } \iff \det A^\# \neq 0, \]
and then the identity (23.43) finishes the proof of Proposition 23.2.

Contrast with the vector space case indicates that we will not be seeking a version of a decomposition of \( \mathcal{R}^n \) into something like generalized eigenspaces of \( A \in M(n, \mathcal{R}) \) for general commutative rings with unit. Despite this, we are able to generalize the Cayley-Hamilton theorem in this setting.

**Proposition 23.3.** Let \( \mathcal{R} \) be a commutative ring with unit. Given \( A \in M(n, \mathcal{R}) \), form
\[(23.49) \quad K_A(\lambda) = \det(\lambda I - A), \quad K_A \in \mathcal{R}[\lambda]. \]

Then
\[(23.50) \quad K_A(A) = 0. \]

**Proof.** We bring in the ring
\[(23.51) \quad \mathcal{R}^\# = \mathbb{Z}[z_{jk}, 1 \leq j, k \leq n] \]
of polynomials in the variables \( z_{jk} \), with coefficients in \( \mathbb{Z} \), and consider
\[(23.52) \quad Z = (z_{jk}), \quad p(Z) = (p_{hi}(Z)) = K_Z(Z), \quad p_{hi} \in \mathbb{Z}[z_{jk}, 1 \leq j, k \leq n]. \]

The Cayley-Hamilton theorem for complex matrices established in §8 gives
\[(23.53) \quad p(B) = 0, \quad \forall B \in M(n, \mathbb{C}). \]

Now, parallel to (22.26), we deduce that, for \( p \) as in (23.52),
\[(23.54) \quad p_{hi} = 0 \text{ in } \mathbb{Z}[z_{jk}, 1 \leq j, k \leq n], \]
i.e., all the coefficients of the polynomial \( p(Z) \) are zero. Now \( K_A(A) = p(A) \), and if we plug in the values \( a_{jk} \in \mathcal{R} \) into the polynomial \( p(Z) \), we also get 0, proving the proposition.

The last few pages have concentrated on \( \mathcal{R} \)-modules of the form \( \mathcal{R}^n \). These are special cases of finitely generated modules. We say a set \( S = \{ s_\alpha \} \) in an \( \mathcal{R} \)-module \( \mathcal{M} \) generates \( \mathcal{M} \) (over \( \mathcal{R} \)) provided each \( u \in \mathcal{M} \) can be written as a finite linear combination

\[
(23.55) \quad u = \sum_\alpha a_\alpha s_\alpha, \quad a_\alpha \in \mathcal{R}.
\]

Borrowing notation from §3, we write

\[
(23.56) \quad \mathcal{M} = \text{Span} \, S.
\]

If a finite set \( S \) generates \( \mathcal{M} \), we say \( \mathcal{M} \) is finitely generated. For \( \mathcal{R}^n \) we have the set of generators \( \{ e_j : 1 \leq j \leq n \} \), where \( e_j \in \mathcal{R}^n \) has a 1 in the \( j \)th slot and zeroes elsewhere. If \( \mathcal{R} = \mathbb{F} \) is a field and \( V \) is an \( \mathbb{F} \)-module, then we know that any minimal spanning set is a basis of the vector space \( V \), any two bases have the same number of elements, denoted \( \dim V \), and if \( \dim V = n \), then \( V \) is isomorphic to \( \mathbb{F}^n \). For other rings \( \mathcal{R} \), a finitely generated \( \mathcal{R} \)-module might not be isomorphic to \( \mathcal{R}^n \) for any \( n \).

For a class of examples, take \( n \in \mathbb{N}, \ n \geq 2 \), and consider \( \mathbb{Z}/(n) \). As seen in §22, this is a ring. It is also a \( \mathbb{Z} \)-module. It is clearly not isomorphic to \( \mathbb{Z}^k \) for any \( k \in \mathbb{N} \). Of course, it is finitely generated, by the unit 1. Suppose \( n = jk \), with \( j, k \geq 2 \), and assume \( j \) and \( k \) are relatively prime, so \( \gcd(j,k) = 1 \). Then, by Exercise 12 of §22, the set \( \{ j, k \} \) generates \( \mathbb{Z}/(n) \), over \( \mathbb{Z} \). It is a minimal generating set, since neither \( \{ j \} \) nor \( \{ k \} \) generate \( \mathbb{Z}/(n) \). Thus we have different minimal generating sets of \( \mathbb{Z}/(n) \) with different numbers of elements.

Recall from §22 that \( (n) = \{ nk : k \in \mathbb{Z} \} \) is an ideal in \( \mathbb{Z} \). More generally, if \( \mathcal{R} \) is a commutative ring, an ideal in \( \mathcal{R} \) is a set \( \mathcal{I} \subset \mathcal{R} \) satisfying

\[
(23.56) \quad a, b \in \mathcal{I} \Rightarrow a + b \in \mathcal{I}, \quad a \in \mathcal{I}, \ b \in \mathcal{R} \Rightarrow ab \in \mathcal{I}.
\]

As noted above (22.21), examples of ideals in \( \mathbb{C}[\lambda] \) arose in §7. Namely, if \( A \in M(n, \mathbb{C}) \), we have the ideal

\[
(23.57) \quad \mathcal{I}_A = \{ p \in \mathbb{C}[\lambda] : p(A) = 0 \}.
\]

We could replace \( \mathbb{C} \) by an arbitrary field, or even by an arbitrary commutative ring.
It is clear from the characterization (23.56) that an ideal \( I \) in a commutative ring \( R \) is an \( R \)-module. In the case \( R = \mathbb{Z} \), \( I = (n) \) discussed above, we have \( I \) isomorphic to \( \mathbb{Z} \), as a \( \mathbb{Z} \)-module. A similar circumstance happens for \( R = \mathbb{C}[\lambda] \), \( I = I_A \), as in (23.57); such \( I_A \) is isomorphic to \( \mathbb{C}[\lambda] \) as a \( \mathbb{C}[\lambda] \)-module. This is a consequence of Lemma 7.3, producing the minimal polynomial \( m_A(\lambda) \), as in (7.12). In fact, Lemma 7.3 and Exercise 9 of §22 imply that \( \mathbb{C}[\lambda] \) and \( \mathbb{Z} \) are both principal ideal domains (PIDs). By definition, a commutative ring with unit \( R \) is a PID provided that it is an integral domain and each ideal \( I \subset R \) has the form

\[
I = (b) = \{ab : a \in R\},
\]

for some \( b \in R \). Whenever \( R \) is a PID, then each nonzero ideal \( I \) in \( R \) is isomorphic to \( R \), as an \( R \)-module.

An example of a ring that is not a PID is \( \mathbb{C}[x, y] \), the ring of polynomials in two variables (with coefficients in \( \mathbb{C} \)). Then the ideal

\[
I = (x, y) = \{p \in \mathbb{C}[x, y] : p(0, 0) = 0\}
\]

is not of the form (23.58). As a \( \mathbb{C}[x, y] \) module, this has a minimum of two generators. It is not isomorphic to \( \mathbb{C}[x, y]^n \) for any \( n \).

Given a commutative ring with unit \( R \) and an ideal \( I \subset R \), one can also form the quotient \( R/I \), whose elements consist of equivalence classes of elements of \( R \), with the equivalence relation

\[
a \sim a' \iff a - a' \in I.
\]

Clearly \( R/I \) has both a natural ring structure and a natural \( R \)-module structure.

The case \( R = \mathbb{Z} \), \( I = (n) \), yielding \( \mathbb{Z}/(n) \), has been discussed. We turn to the ideal (23.57), and expand the scope a bit. Let \( V \) be an \( n \)-dimensional vector space over a field \( F \), and let \( A \in L(V) \). Then set

\[
I_A = \{p \in F[\lambda] : p(A) = 0\}.
\]

The map \( p \mapsto p(A) \) is a ring homomorphism

\[
\varphi : F[\lambda] \longrightarrow L(V),
\]

and the null space \( N(\varphi) \) of such a ring homomorphism is readily seen to be an ideal. The proof of Lemma 7.3 extends to yield, for any field \( F \),

\[
F[\lambda] \text{ is a PID.}
\]
Thus

\[(23.64) \quad I_A = (m_A),\]

for some polynomial \(m_A \in \mathbb{F}[\lambda]\), called the minimal polynomial of \(A\), when normalized to have leading coefficient 1. The ring homomorphism (23.62) induces an isomorphism

\[(23.65) \quad \tilde{\varphi} : \mathbb{F}[\lambda]/I_A \xrightarrow{\cong} \mathcal{R}_A \subset \mathcal{L}(V),\]

where

\[(23.66) \quad \mathcal{R}_A \text{ is the ring generated by } I \text{ and } A \text{ in } \mathcal{L}(V).\]

In (23.65), \(\tilde{\varphi}\) is also an isomorphism of \(\mathbb{F}[\lambda]\)-modules, where \(\mathbb{F}[\lambda]\) acts on \(\mathcal{L}(V)\) by

\[(23.67) \quad p \cdot B = p(A)B,\]

making \(\mathcal{L}(V)\) a left \(\mathbb{F}[\lambda]\)-module, and this action preserves \(\mathcal{R}_A\).

We move from constructions that involve ideals in a ring to constructions that involve submodules. If \(\mathcal{M}\) is an \(\mathcal{R}\)-module, a nonempty subset \(N \subset \mathcal{M}\) is a submodule provided

\[(23.68) \quad a, b \in \mathcal{R}, \ u, v \in N \implies au + bv \in N.\]

Examples arise from homomorphisms of \(\mathcal{R}\)-modules, defined in (23.8)–(23.9). If \(T \in \text{Hom}_\mathcal{R}(\mathcal{M}_1, \mathcal{M}_2)\), we have

\[(23.69) \quad \mathcal{N}(T) = \{u \in \mathcal{M}_1 : Tu = 0\}, \quad \mathcal{R}(T) = \{Tu : u \in \mathcal{M}_1\},\]

which are submodules of \(\mathcal{M}_1\) and \(\mathcal{M}_2\), respectively. Whenever \(\mathcal{M}\) is an \(\mathcal{R}\)-module and \(\mathcal{N}\) is a submodule, we can form the quotient module \(\mathcal{M}/\mathcal{N}\), consisting of equivalence classes of elements of \(\mathcal{M}\), with the equivalence relation

\[(23.70) \quad u \sim u' \iff u - u' \in \mathcal{N},\]

and this has a natural \(\mathcal{R}\)-module structure. An \(\mathcal{R}\)-homomorphism \(T : \mathcal{M}_1 \to \mathcal{M}_2\) induces an isomorphism

\[(23.71) \quad \tilde{T} : \mathcal{M}_1/\mathcal{N}(T) \xrightarrow{\cong} \mathcal{R}(T)\]

of \(\mathcal{R}\)-modules. Using these concepts, we have the following description of an arbitrary finitely-generated \(\mathcal{R}\)-module.
Proposition 23.4. Assume $M$ is a finitely generated $\mathcal{R}$-module, with $n$ generators. Then there is an isomorphism of $\mathcal{R}$-modules

(23.72) \[ M \approx \mathcal{R}^n/N, \]

for some submodule $N$ of $\mathcal{R}^n$.

Proof. Let \{$u_j : 1 \leq j \leq n$\} generate $M$. Take the generators \{$e_j : 1 \leq j \leq n$\} of $\mathcal{R}^n$ mentioned below (23.56), and define

(23.73) \[ \varphi : \mathcal{R}^n \rightarrow M, \quad \varphi\left(\sum a_je_j\right) = \sum a_ju_j, \quad a_j \in \mathcal{R}. \]

Then $\varphi$ is a surjective $\mathcal{R}$-homomorphism, and the isomorphism (23.72), taking $N = N(\varphi)$, follows from (23.71).

Next we consider duals of modules. If $\mathcal{R}$ is a commutative ring with unit and $M$ is an $\mathcal{R}$-module, we define the dual module

(23.74) \[ M' = \text{Hom}_\mathcal{R}(M, \mathcal{R}). \]

It is readily verified that

(23.75) \[ (\mathcal{R}^n)' \approx \mathcal{R}^n. \]

On the other hand, the $\mathbb{Z}$-module $\mathbb{Z}/(n)$ satisfies

(23.76) \[ \text{Hom}_\mathbb{Z}(\mathbb{Z}/(n), \mathbb{Z}) = 0. \]

This example illustrates that frequently $(M')'$ is not isomorphic to $M$, in contrast to the case for finite dimensional vector spaces over a field. The following relative of Proposition 23.4 also contains (23.76). The proof is left to the reader.

Proposition 23.5. Given the $\mathcal{R}$-module $M = \mathcal{R}^n/N$, where $N$ is a submodule of $\mathcal{R}^n$,

(23.77) \[ M' \approx \{ \varphi \in (\mathcal{R}^n)': \varphi|_N = 0 \}. \]

More generally, extending the scope of §19, we can consider multi-linear maps. If $V_j$ and $W$ are $\mathcal{R}$-modules, we set

(23.78) \[ M(V_1, \ldots, V_\ell; W) = \text{set of maps } \beta : V_1 \times \cdots \times V_\ell \rightarrow W \]

that are $\mathcal{R}$-linear in each variable,
in the sense that, for each \( j \in \{1, \ldots, \ell\} \),

\[
\begin{align*}
  v_j, w_j & \in V_j, \ a, b \in \mathcal{R} \implies \\
  \beta(u_1, \ldots, av_j + bw_j, \ldots, u_\ell) & = a\beta(u_1, \ldots, v_j, \ldots, u_\ell) + b\beta(u_1, \ldots, w_j, \ldots, u_\ell).
\end{align*}
\]

(23.79)

This has the natural structure of an \( \mathcal{R} \)-module. If all the \( V_j \) are the same, we set

\[
\begin{align*}
  \mathcal{M}^\ell(V, W) & = \mathcal{M}(V_1, \ldots, V_\ell; W), \quad V_1 = \cdots = V_\ell = V. \\
\end{align*}
\]

(23.80)

It has two distinguished subspaces,

\[
\begin{align*}
  \text{Sym}^\ell(V, W), \quad \text{Alt}^\ell(V, W),
\end{align*}
\]

(23.81)

defined as in (19.7). In case of \( \text{Alt}^\ell(V, W) \), one often wants to work under the assumption that \( \mathcal{R} \) has the property

\[
a \in \mathcal{R}, \ a \neq 0 \implies a \neq -a.
\]

(23.82)

Otherwise anomalies occur. For example,

\[
\mathcal{R} = \mathbb{Z}/(2) \implies \text{Sym}^2(V, \mathcal{R}) = \text{Alt}^2(V, \mathcal{R}).
\]

(23.83)

In particular,

\[
V = \mathcal{R} = \mathbb{Z}/(2), \ \beta(u, v) = uv \implies \beta \in \text{Alt}^2(V, \mathcal{R}) = \text{Sym}^2(V, \mathcal{R}).
\]

By contrast, whenever (23.82) holds, if \( \beta \in \text{Alt}^\ell(V, W) \), \( \ell \geq 2 \), then

\[
\beta(v_1, \ldots, v_\ell) = 0 \quad \text{whenever} \quad v_j = v_k \quad \text{for some} \quad j \neq k.
\]

(23.84)

One can use methods parallel to those of \( \S 20 \) to define tensor products of \( \mathcal{R} \)-modules, for a commutative ring with unit \( \mathcal{R} \), as least under a certain restriction. Namely, given \( \mathcal{R} \)-modules \( V_j \), we can define

\[
V_1' \otimes \cdots \otimes V_\ell' = \mathcal{M}(V_1, \ldots, V_\ell; \mathcal{R}).
\]

(23.85)

A problem with directly paralleling (20.1) to define \( V_1 \otimes \cdots \otimes V_\ell \) is that we no longer always have the isomorphism \( (V_j')' \approx V_j \). Thus (23.85) defines the tensor product over \( \mathcal{R} \) only of modules that are dual modules. Sometimes we want to identify \( \mathcal{R} \) explicitly, using, e.g., the notation

\[
V_1' \otimes_{\mathcal{R}} V_2' = \mathcal{M}_\mathcal{R}(V_1, V_2; \mathcal{R}).
\]

(23.86)
This does not define
\begin{equation}
\mathcal{V} \otimes_{\mathcal{R}} \mathcal{W},
\end{equation}
for general $\mathcal{R}$-modules $\mathcal{V}$ and $\mathcal{W}$, when they are not dual modules. To define (23.87) in this greater generality, one needs to take a different approach. One can take finite formal sums of $v_j \otimes w_j$, for $v_j \in \mathcal{V}$, $w_j \in \mathcal{W}$, subject to the equivalence relation
\begin{equation}
v_j \otimes aw_j \sim av_j \otimes w_j, \quad a \in \mathcal{R}.
\end{equation}
Then $\mathcal{V} \otimes_{\mathcal{R}} \mathcal{W}$ is an $\mathcal{R}$-module, with $a(v_j \otimes w_j)$ given by (23.88). One can verify that this coincides with the definition given in §20 when $\mathcal{R}$ is a field.

As examples of such a construction, we mention that, as $\mathbb{Z}$-modules,
\begin{equation}
\mathbb{Z}/(2) \otimes_{\mathbb{Z}} \mathbb{Z}/(2) \approx \mathbb{Z}/(2),
\end{equation}
while
\begin{equation}
\mathbb{Z}/(2) \otimes_{\mathbb{Z}} \mathbb{Z}/(3) = 0,
\end{equation}
and
\begin{equation}
\mathbb{Z}/(2) \otimes_{\mathbb{Z}} \mathbb{Z} = 0.
\end{equation}
For more on tensor products of $\mathcal{R}$-modules, see Chapter 16 of [L0].

**Modules over a PID**

Recall that a principal ideal domain (PID) is an integral domain $\mathcal{R}$ such that each ideal $\mathcal{I} \subset \mathcal{R}$ has the form (23.58). Throughout this subsection, $\mathcal{R}$ will be a PID. It will be useful to collect a few basic facts about PIDs.

**Proposition 23.6.** If $\mathcal{R}$ is a PID, its set of ideals satisfies the following ascending chain condition:
\begin{equation}
\mathcal{I}_j \subset \mathcal{R} \text{ ideals in } \mathcal{R}, \mathcal{I}_1 \subset \mathcal{I}_2 \subset \cdots \subset \mathcal{I}_k \subset \cdots \implies \mathcal{I}_\ell = \mathcal{I}_{\ell+1} = \cdots, \text{ for some } \ell.
\end{equation}

**Proof.** If $\mathcal{I}_j$ satisfy the hypotheses of (23.92), then $\mathcal{I} = \cup_j \mathcal{I}_j$ is an ideal, so $\mathcal{I} = (a)$ for some $a \in \mathcal{I}$, hence $a \in \mathcal{I}_\ell$ for some $\ell$. This gives the stated conclusion in (23.92).

Generally, a commutative ring with unit satisfying (23.92) is called a *Noetherian ring*. See Appendix J for basic material on this class of rings.

One consequence of Proposition 23.6 is that each element of a PID admits factorization into irreducibles. If $a \in \mathcal{R} \setminus 0$ is not invertible, we say $a$ is *irreducible* provided
\begin{equation}
a = bc, \quad b, c \in \mathcal{R} \implies b \text{ or } c \text{ is invertible}.
\end{equation}
Proposition 23.7. If \( R \) is a PID, each \( a \in R \setminus 0 \) that is not invertible can be written as a finite product of irreducible elements.

**Proof.** Take such an \( a \). If \( a \) is irreducible, you are done. If not, write \( a = b_1b_2 \), with \( b_j \) not invertible. If one of them is irreducible, leave it alone. If not, factor again. The content of this proposition is that such a process must terminate in a finite number of steps. To see this, note that such a factorization \( a = b_1b_2 \) as mentioned above gives ideals \( (a) \subset (b_1) \) and \( (a) \subset (b_2) \). If \( b_1 = c_1c_2 \) is a further factorization, then one has a chain of ideals \( (a) \subset (b_1) \subset (c_1) \), etc. If this factorization never terminated, we would contradict (23.92).

Thus, if \( R \) is a PID and \( a \in R \setminus 0 \) is not invertible, we can write

\[
(23.94) \quad a = p_1 \cdots p_N, \quad p_j \in R \text{ irreducible.}
\]

If (23.94) holds, we say \( p_j \) divides \( a \) and write \( p_j \mid a \). It is the case that if also

\[
(23.95) \quad a = q_1 \cdots q_M, \quad q_j \in R \text{ irreducible,}
\]

then \( M = N \) and, after perhaps reordering,

\[
(23.96) \quad p_j = \alpha_j q_j, \quad 1 \leq j \leq N, \quad \alpha_j \in R \text{ invertible.}
\]

In other words, each \( a \in R \setminus 0 \) that is not invertible has a factorization into irreducible elements, and it is essentially unique. An integral domain having this property is called a unique factorization domain (UFD). We are asserting that

\[
(23.97) \quad \text{Each PID is a UFD.}
\]

This is a consequence of the following.

**Lemma 23.8.** If \( R \) is a PID and \( p \in R \) is irreducible, then, for \( a, b \in R \),

\[
(23.98) \quad p \mid ab \implies p \mid a \text{ or } p \mid b.
\]

**Proof.** Assume \( p \) does not divide \( a \). The ideal generated by \( p \) and \( a \), \( (p, a) = (\alpha) \) for some \( \alpha \in R \). So \( p = \beta \alpha, a = \gamma \alpha \), and either \( \beta \) or \( \alpha \) is invertible. If \( \beta \) is invertible, we can take \( \alpha = p \), but this is impossible if \( p \) does not divide \( a \). Hence \( \alpha \) is invertible. Then we can take \( \alpha = 1 \), so

\[
(23.99) \quad 1 = c_1p + c_2a, \quad c_j \in R,
\]
hence

\[(23.100) \quad b = (c_1 b)p + c_2(ab).\]

If \(p|ab\), then \(p\) divides the right side of (23.100), so \(p|b\). This proves the lemma, so we have (23.97).

The result that \(\mathbb{Z}\) is a PID, together with (23.97), constitutes the \textit{fundamental theorem of arithmetic}. See Exercise 13 for an example of an integral domain that is not a UFD and (hence) not a PID.

If \(\mathcal{R}\) is a commutative ring with unit and \(a \in \mathcal{R} \setminus 0\) is not invertible, we say \(a\) is \textit{prime} provided the implication (23.98) holds. It is easy to see that, in general

\[a\ \text{prime} \implies a\ \text{irreducible},\]

but the reverse implication need not always hold. Lemma 23.8 says the reverse implication holds if \(\mathcal{R}\) is a PID. More generally, the reverse implication holds if and only if \(\mathcal{R}\) is a UFD.

Next, let \(\mathcal{R}\) be a PID, and assume \(\mathcal{R}\) is not a field. Pick a prime \(p \in \mathcal{R}\). The following result generalizes Proposition 22.1.

**Proposition 23.9.** If \(\mathcal{R}\) is a PID and \(p \in \mathcal{R}\) is a prime, then \(\mathcal{R}/(p)\) is a field.

**Proof.** Pick \(a \in \mathcal{R}\) such that \(a \neq 0\) in \(\mathcal{R}/(p)\), i.e., \(a\) is not a multiple of \(p\). The proof of Lemma 23.8 shows that \((p,a) = \mathcal{R}\), i.e., there exist \(c_j \in \mathcal{R}\) such that (23.99) holds. Then the class mod \((p)\) of \(c_2\) is the inverse of \(a\) in \(\mathcal{R}/(p)\).

Now, on to modules. Our treatment of this topic follows [L0]. Let \(\mathcal{M}\) be a module over a PID \(\mathcal{R}\). If \(\mathcal{R}\) is a field, \(\mathcal{M}\) is a vector space. Assume \(\mathcal{R}\) is not a field, and pick a prime \(p \in \mathcal{R}\). Then \(p\mathcal{M}\) is a submodule of \(\mathcal{M}\), and we can form the quotient module \(\mathcal{M}/p\mathcal{M}\). Not only is this a module over \(\mathcal{R}\), but it naturally inherits the structure of a module over \(\mathcal{R}/(p)\), which by Proposition 23.9 is a field:

\[(23.101) \quad \mathcal{M}/p\mathcal{M} \text{ is a vector space over } \mathcal{F} = \mathcal{R}/(p).\]

As one example,

\[(23.102) \quad \mathcal{M} = \mathcal{R}^n \implies \mathcal{M}/p\mathcal{M} = \mathcal{F}^n.\]

Since we know that the dimension of a vector space is an isomorphism invariant, we deduce from (23.102) the following.
Proposition 23.10. If \( R \) is a PID and \( M \) is a module over \( R \), then

\[
M \approx R^n \quad \text{and} \quad M \approx R^m \implies m = n.
\]

If (23.103) holds, one says \( M \) is a free \( R \)-module, of dimension \( n \). We have seen examples of modules that are not free. The following produces lots of modules that are free. It generalizes Proposition 3.4.

Proposition 23.11. Let \( R \) be a PID and let \( M \) be a free module over \( R \), of dimension \( n \). If \( N \) is a submodule of \( M \), then \( N \) is free, of dimension \( \leq n \).

Proof. We may as well take \( M = R^n \). Let \( \{ e_j : 1 \leq j \leq n \} \) be the standard generating set. Let \( M_k = \text{Span}(e_1, \ldots, e_k) \) and \( N_k = N \cap M_k \). Then \( N_1 \) is a submodule of \( M_1 \approx R \), and hence is of the form \( \text{Span} a_1e_1 \) for some \( a_1 \in R \). Thus either \( M_1 = 0 \) or \( M_1 \approx R \) (free of dimension 1).

Assume inductively that \( M_k \) is free of dimension \( \leq k \). Let \( I \) be the set of all \( a \in R \) such that

\[
b_1e_1 + \cdots + b_ke_k + ae_{k+1} \in N \quad \text{(hence in } N_{k+1})\]  

for some \( b_j \in R \). Thus \( I \) is an ideal in \( R \), so \( I = (a_{k+1}) \) for some \( a_{k+1} \in R \). If \( a_{k+1} = 0 \), then \( N_{k+1} = N_k \), and the induction step is done. If \( a_{k+1} \neq 0 \), let \( w \in N_{k+1} \) be such that the coefficient of \( w \) with respect to \( e_{k+1} \) is divisible by \( a_{k+1} \). If \( x \in N_{k+1} \), then the coefficient of \( x \) with respect to \( e_{k+1} \) is divisible by \( a_{k+1} \), so there exists \( c \in R \) such that \( x - cw \in N_k \). Hence

\[
N_{k+1} = N_k + \text{Span } w.
\]

But clearly \( N_k \cap \text{Span } w = 0 \), so this sum is direct. Again the induction step is done.

Corollary 23.12. If \( E \) is a finitely generated module over a PID \( R \), and \( F \) is a submodule, then \( F \) is finitely generated.

Proof. We have \( E \approx R^n/N \), as in Proposition 23.4, with a surjective homomorphism \( \varphi : R^n \to E \), as in (23.73). Then \( \varphi^{-1}(F) \) is a submodule of \( R^n \), so it is (free, and) finitely generated, by Proposition 23.11. It follows that \( F \) is finitely generated.

If \( E \) is a finitely generated \( R \)-module, the obstruction to its being free is given by its set of torsion elements. An element \( u \in E \) is a torsion element if and only if there exists \( a \in R \) such that \( a \neq 0 \) but \( au = 0 \). Let \( E_\tau \) denote
the set of torsion elements of \( \mathcal{E} \).  It is clear that if \( au = 0 \) then \( acu = 0 \) for all \( c \in \mathcal{R} \).  Also, given \( a, b \in \mathcal{R} \), \( u, v \in \mathcal{E} \),

\[
au = bv = 0 \implies ab(u + v) = 0.
\]

Hence \( \mathcal{E}_\tau \) is a submodule of \( \mathcal{E} \).  Since each element of \( \mathcal{E}_\tau \) is a torsion element, \( \mathcal{E}_\tau \) is called a torsion module.

**Proposition 23.13.** Let \( \mathcal{E} \) be a finitely generated module over a PID \( \mathcal{R} \).  If \( \mathcal{E}_\tau = 0 \), then \( \mathcal{E} \) is free.

**Proof.** Let \( V = \{ v_1, \ldots, v_n \} \) be a maximal set of elements of \( \mathcal{E} \) among a given set of generators \( U = \{ u_1, \ldots, u_m \} \) such that \( V \) is linearly independent over \( \mathcal{R} \).  If \( u \in U \), there exist \( a, b_1, \ldots, b_n \in \mathcal{R} \) not all 0, such that

\[
au + b_1v_1 + \cdots + b_nv_n = 0.
\]

Then \( a \neq 0 \), since \( V \) is linearly independent.  Hence \( au \in \text{Span}(V) \).  Thus, for each \( j = 1, \ldots, n \), there exists \( a_j \in \mathcal{R}, a_j \neq 0 \), such that \( a_ju_j \in \text{Span}(V) \).  Take \( a = a_1 \cdots a_n \).  Then \( a\mathcal{E} \subset \text{Span}(v_1, \ldots, v_n) \) and \( a \neq 0 \).

Given that \( \mathcal{E}_\tau = 0 \), the map \( u \mapsto au \) is an injective homomorphism of \( \mathcal{E} \) into the module \( \text{Span}(v_1, \ldots, v_n) \), which is a free module.  Hence Proposition 23.11 implies \( \mathcal{E} \) is free.

We proceed to consider cases where \( \mathcal{E}_\tau \neq 0 \).

**Proposition 23.14.** Let \( \mathcal{E} \) be a finitely generated module over a PID \( \mathcal{R} \).  Then \( \mathcal{E}/\mathcal{E}_\tau \) is free.  Furthermore, there exists a free submodule \( \mathcal{F} \subset \mathcal{E} \) such that

\[
\mathcal{E} = \mathcal{E}_\tau \oplus \mathcal{F}.
\]

To define (23.108), in general a direct sum \( \mathcal{M}_1 \oplus \mathcal{M}_2 \) of \( \mathcal{R} \)-modules consists of pairs \((u_1, u_2)\) such that \( u_j \in \mathcal{M}_j \), with module operations

\[
(u_1, u_2) + (v_1, v_2) = (u_1 + v_1, u_2 + v_2), \quad a(u_1, u_2) = (au_1, au_2).
\]

If \( \mathcal{M}_j \) are submodules of \( \mathcal{E} \), one says \( \mathcal{E} = \mathcal{M}_1 \oplus \mathcal{M}_2 \) provided each \( u \in \mathcal{E} \) can be uniquely written as \( u = u_1 + u_2 \), with \( u_j \in \mathcal{M}_j \).

**Proof of Proposition 23.14.** We first prove that \( \mathcal{E}/\mathcal{E}_\tau \) is torsion free.  If \( u \in \mathcal{E} \), let \( u' \) denote its residue class mod \( \mathcal{E}_\tau \).  Assume \( b \in \mathcal{R}, b \neq 0 \), and \( bu' = 0 \).  Then \( bu \in \mathcal{E}_\tau \), so there exists \( c \in \mathcal{R}, c \neq 0 \), such that \( cbu = 0 \).  Now \( cb \neq 0 \), so \( u \in \mathcal{E}_\tau \), so \( u' = 0 \).  Hence \( \mathcal{E}/\mathcal{E}_\tau \) is torsion free.  It is also finitely generated.  Thus Proposition 23.13 implies \( \mathcal{E}/\mathcal{E}_\tau \) is a free, finitely-generated \( \mathcal{R} \)-module.

To produce the submodule \( \mathcal{F} \) in (23.108), we bring in the following lemma.
Lemma 23.15. Let $\mathcal{E}$ and $\mathcal{M}$ be finitely generated $\mathcal{R}$-modules, and assume $\mathcal{M}$ is free. Let $\varphi : \mathcal{E} \to \mathcal{M}$ be a surjective homomorphism. Then there exists a free submodule $\mathcal{F}$ of $\mathcal{E}$ such that $\varphi|_{\mathcal{F}}$ induces an isomorphism of $\mathcal{F}$ with $\mathcal{M}$, and such that
\[
\mathcal{E} = \mathcal{F} \oplus \mathcal{N}(\varphi).
\]

Proof. We can take $\mathcal{M} = \mathcal{R}^m$. Let $\{e_1, \ldots, e_m\}$ be the standard generators of $\mathcal{R}^m$. For each $j$, take $u_j \in \mathcal{E}$ such that $\varphi(u_j) = e_j$. Let
\[
\mathcal{F} = \text{Span}(u_1, \ldots, u_m).
\]
Then we see that $\varphi$ maps $\mathcal{F}$ isomorphically onto $\mathcal{R}^m$, so $\mathcal{F}$ is free. Now, given $u \in \mathcal{E}$, there exist $a_j \in \mathcal{R}$ such that
\[
\varphi(u) = \sum a_j e_j.
\]
Then $u - \sum a_j u_j \in \mathcal{N}(\varphi)$, so $\mathcal{E} = \mathcal{F} + \mathcal{N}(\varphi)$. But it is clear that $\mathcal{N}(\varphi) \cap \mathcal{F} = 0$, so the sum is direct. This proves the lemma.

To finish off the proof of Proposition 23.14, we apply Lemma 23.15 to the surjective homomorphism $\mathcal{E} \to \mathcal{E}/\mathcal{E}_\tau$, whose target space has been shown to be free. Thus (23.110) yields (23.108), with $\mathcal{N}(\varphi) = \mathcal{E}_\tau$.

In the setting of Proposition 23.14, we say the rank of $\mathcal{E}$ is given by $\dim \mathcal{E}/\mathcal{E}_\tau = \dim \mathcal{F}$.

In order to expose the structure of arbitrary finitely generated $\mathcal{R}$-modules, it remains to analyze the structure of finitely generated torsion modules. Here is a first decomposition of torsion modules.

Proposition 23.16. Let $\mathcal{E}$ be a finitely generated torsion module over a PID $\mathcal{R}$. Then $\mathcal{E}$ is a direct sum
\[
\mathcal{E} = \bigoplus_{p_j} \mathcal{E}(p_j),
\]
where, for a prime $p \in \mathcal{R}$, $\mathcal{E}(p)$ is the “$p$-module”
\[
\mathcal{E}(p) = \{ u \in \mathcal{E} : p^k u = 0 \text{ for some } k \in \mathbb{N} \}.
\]
The direct sum in (23.113) is over the finite set of primes $p_j$ such that $\mathcal{E}(p_j) \neq 0$. 
Proof. Let \( \{x_1, \ldots, x_n\} \) generate \( \mathcal{E} \). For each \( j \), there exists \( a_j \in \mathcal{R} \), \( a_j \neq 0 \), such that \( a_jx_j = 0 \). Set \( a = a_1 \cdots a_n \). Then \( a \neq 0 \) and \( au = 0 \) for each \( u \in \mathcal{E} \), i.e.,

\[
\mathcal{E} = \mathcal{E}_a,
\]

where, for each \( b \in \mathcal{R} \),

\[
\mathcal{E}_b = \{u \in \mathcal{E} : bu = 0\}.
\]

If \( a = p^k \), then \( \mathcal{E} = \mathcal{E}_a = \mathcal{E}(p) \), and we are done. Otherwise, we factor \( a = p_1^{m_1} \cdots p_k^{m_k} \). To get (23.113), by induction it suffices to establish the following. Assume (with \( a \) as in (23.113))

\[
a = bc, \quad b \text{ and } c \text{ have no common prime factors,}
\]

and are not invertible.

Then we claim

\[
\mathcal{E} = \mathcal{E}_b \oplus \mathcal{E}_c.
\]

To see this, note that, since \( \mathcal{R} \) is a PID, the hypothesis (23.117) implies \( (b, c) = \mathcal{R} \), so there exist \( \beta, \gamma \in \mathcal{R} \) such that

\[
\beta b + \gamma c = 1.
\]

Now take \( u \in \mathcal{E} \), and write

\[
u \in \mathcal{E}_b \oplus \mathcal{E}_c.
\]

Then \( \beta bu \in \mathcal{E}_c \) (i.e., \( c\beta bu = 0 \)) and similarly \( \gamma cu \in \mathcal{E}_b \). Furthermore, clearly \( \mathcal{E}_b \cap \mathcal{E}_c = 0 \), so we have (23.118), and, as mentioned above, the desired conclusion (23.113) follows inductively.

It remains to analyze the structure of each \( p_j \)-module \( \mathcal{E}(p_j) \) in (23.113). We have the following.

**Proposition 23.17.** In the setting of Proposition 23.16, each \( p \)-module \( \mathcal{E}(p) \) satisfies

\[
\mathcal{E}(p) \approx \mathcal{R}/(p^{\nu_1}) \oplus \cdots \oplus \mathcal{R}/(p^{\nu_s}),
\]

with \( 1 \leq \nu_1 \leq \cdots \leq \nu_s \). The sequence \( (\nu_1, \ldots, \nu_s) \) is uniquely determined by \( \mathcal{E}(p) \).
As a preliminary to the proof, we introduce some notation. If \( E \) is an \( R \)-module, we say elements \( y_1, \ldots, y_m \in E \) are *independent* provided that whenever
\[
a_1y_1 + \cdots + a_my_m = 0,
\]
then each \( a_jy_j = 0 \). (This is different from *linear independence*, which requires that each \( a_j = 0 \).) An equivalent condition is that
\[
\text{Span}(y_1, \ldots, y_m) = (y_1) \oplus \cdots \oplus (y_m),
\]
where \( (y_j) = \text{Span} y_j \).

We next bring in a lemma, analogous to Lemma 23.15.

**Lemma 23.18.** Let \( E \) be a torsion module, with the property that \( p^kE = 0 \) for some prime \( p \in R \), \( k \in \mathbb{N} \). Assume \( u_1 \in E \) and that \( p^\nu u_1 = 0 \) if and only if \( \nu \geq k \). (We say the period of \( u_1 \) is \( p^k \).) Set \( E^b = E/(u_1) \). Let \( y_1^b, \ldots, y_\mu^b \) be independent elements of \( E^b \). Then for each \( j \) there exists a preimage \( y_j \in E \) of \( y_j^b \) such that the period of \( y_j \) is the same as that of \( y_j^b \). Furthermore, the elements \( u_1, y_1, \ldots, y_\mu \) are independent.

**Proof.** Take \( y_j^b \in E^b \). Say it has period \( p^n \). Let \( y \in E \) be a preimage of \( y_j^b \). Then \( p^n y \in (u_1) \), so
\[
p^n y = p^m cu_1,
\]
for some \( m \leq k \), \( c \in R \), not a multiple of \( p \). If \( m = k \), then \( y \) has the same period as \( y_j^b \). If \( m < k \), then \( p^m cu_1 \) has period \( p^{k-m} \), so \( y \) has period \( p^{n+k-m} \). Our hypothesis \( p^kE = 0 \) implies \( n+k-m \leq k \), hence \( n \leq m \).

Then
\[
y - p^{n-m} cu_1
\]
is a preimage of \( y_j^b \) whose period is \( p^n \).

Having this, let \( y_j \in E \) be a preimage of \( y_j^b \) with the same period. It remains to show that \( u_1, y_1, \ldots, y_\mu \) are independent. Suppose \( a, a_1, \ldots, a_\mu \in R \) and
\[
a_1u_1 + a_1y_1 + \cdots + a_\mu y_\mu = 0 \quad \text{in} \quad E.
\]
Then
\[
a_1y_1^b + \cdots + a_\mu y_\mu^b = 0 \quad \text{in} \quad E^b.
\]
By hypothesis, we must have $a_j y^b_j = 0$ for each $j$. If $p^\nu$ is the period of $y^b_j$, then $p^\nu | a_j$. Thus (since as noted $y_j$ also has period $p^\nu$) $a_j y_j = 0$ for each $j$. Then (23.125) forces $au_1 = 0$, proving the asserted independence.

We now tackle the proof of Proposition 23.17. Since $\mathcal{E}(p)$ is a submodule of a finitely generated module, it follows from Corollary 23.12 that $\mathcal{E}(p)$ is finitely generated. To simplify notation, we set $\mathcal{E} = \mathcal{E}(p)$. Pick $k_1 \in \mathbb{N}$ such that $p^\nu \mathcal{E} = 0$ if and only if $\nu \geq k_1$ (which is possible since $\mathcal{E}$ is finitely generated). Then pick $u_1 \in \mathcal{E}$ such that $p^\nu u_1 = 0$ if and only if $\nu \geq k_1$. Let $\mathcal{E}^b = \mathcal{E}/(u_1)$. It is convenient to bring in $\mathcal{E}_p$ and $\mathcal{E}_p^b$, where, as in (23.116),

$$\mathcal{E}_p = \{ u \in \mathcal{E} : pu = 0 \}. \tag{23.127}$$

Now $\mathcal{E}_p$ is a $\mathcal{R}$-submodule of $\mathcal{E}$, and (somewhat similarly to (23.101)) it also naturally inherits the structure of a module over $\mathcal{R}/(p)$. Ditto for $\mathcal{E}_p^b$,

so

$$\mathcal{E}_p \text{ and } \mathcal{E}^b_p \text{ are vector spaces over } \mathbb{F} = \mathcal{R}/(p). \tag{23.128}$$

Since $\mathcal{E}$ and $\mathcal{E}^b$ are finitely generated $\mathcal{R}$-modules, the vector spaces (23.128) are finite dimensional. We claim that

$$\dim_{\mathbb{F}} \mathcal{E}^b_p < \dim_{\mathbb{F}} \mathcal{E}_p. \tag{23.129}$$

Indeed, if $y^b_1, \ldots, y^b_\mu$ are linearly independent elements of $\mathcal{E}^b_p$ over $\mathbb{F}$, then Lemma 23.18 implies that $\dim_{\mathbb{F}} \mathcal{E}_p \geq \mu + 1$, since we can always find an element $\alpha u_1$ of $(u_1)$ having period $p$, independent of the preimages $y_1, \ldots, y_\mu$.

Having (23.129), we establish the direct sum decomposition (23.121) by induction on $\dim_{\mathbb{F}} \mathcal{E}_p$. Note that $\mathcal{E}_p = 0 \Rightarrow \mathcal{E} = 0$, so

$$\mathcal{E}_p^b = 0 \Rightarrow \mathcal{E}^b = 0 \Rightarrow \mathcal{E} = (u_1) \approx \mathcal{R}/(p^\nu), \tag{23.130}$$

where $p^\nu$ is the period of $u_1$. To proceed, suppose we have a decomposition parallel to (23.121) for each $p$-module $\mathcal{F}$ such that $\dim_{\mathbb{F}} \mathcal{F}_p < \dim_{\mathbb{F}} \mathcal{E}_p$, and we want to establish this decomposition for the $p$-module $\mathcal{E}$. To start, we have such a decomposition for $\mathcal{E}^b = \mathcal{E}/(u_1)$:

$$\mathcal{E}^b = (u^b_2) \oplus \cdots \oplus (u^b_\ell), \tag{23.131}$$

where, for $2 \leq j \leq \ell$, the elements $u^b_j \in \mathcal{E}^b$ have periods $p^\nu_j$. We can arrange $k_2 \geq \cdots \geq k_\ell$. By Lemma 23.18, there exist preimages $u_2, \ldots, u_\ell \in \mathcal{E}$, with the same periods. Furthermore, $u_1, u_2, \ldots, u_\ell$ are independent, so

$$\text{Span}(u_1, u_2, \ldots, u_\ell) = (u_1) \oplus (u_2) \oplus \cdots \oplus (u_\ell). \tag{23.132}$$

It remains only to observe that the left side of (23.132) is equal to $\mathcal{E} = \mathcal{E}(p)$, and we have the decomposition (23.121).

The final uniqueness statement of Proposition 23.17 is a consequence of the following more general uniqueness result.
Proposition 23.19. Let \( E \) be a finitely generated torsion module over a PID \( R \), \( E \neq 0 \). Then \( E \) is isomorphic to a direct sum of factors

\[
\mathcal{R}/(q_1) \oplus \cdots \oplus \mathcal{R}/(q_k),
\]

where \( q_1, \ldots, q_k \) are non-zero elements of \( \mathcal{R} \) and \( q_1 | q_2 | \cdots | q_k \). The sequence of ideals \( (q_1), (q_2), \ldots, (q_k) \) is uniquely determined by these conditions. (These ideals are called the invariants of \( E \).)

Proof. By Proposition 23.16, we can write \( E = E(p_1) \oplus \cdots \oplus E(p_\ell) \), and then by Proposition 23.17 we can write

\[
E(p_j) = \bigoplus_{k=1}^{m} \mathcal{R}/(p_j^{r_{jk}}), \quad r_{j1} \leq r_{j2} \leq \cdots.
\]

Take

\[
q_1 = p_1^{r_{11}} p_2^{r_{21}} \cdots p_\ell^{r_{\ell 1}}, \\
q_2 = p_1^{r_{12}} p_2^{r_{22}} \cdots p_\ell^{r_{\ell 2}}, \\
\vdots \\
q_m = p_1^{r_{1m}} p_2^{r_{2m}} \cdots p_\ell^{r_{\ell m}}.
\]

We need a rectangular array here, so we might need to take some \( r_{jk} = 0 \), in which case \( \mathcal{R}/(p_j^{r_{jk}}) = 0 \). We have

\[
\bigoplus_{j=1}^\ell \mathcal{R}/(p_j^{r_{jk}}) \cong \mathcal{R}/(q_k).
\]

(See Exercise 21.) This gives the decomposition (23.133).

To prepare for the uniqueness argument, we make some preliminary remarks. Let \( p \in \mathcal{R} \) be prime and suppose \( \mathcal{E} = \mathcal{R}/(pb) \), \( b \neq 0 \). Since \( \mathcal{R} \) is a UFD, is follows that \( \mathcal{E}_p \) is the submodule \( b\mathcal{R}/(pb) \). Now the null space of the composite map

\[
\mathcal{R} \longrightarrow b\mathcal{R} \longrightarrow b\mathcal{R}/(pb)
\]

is the ideal \( (p) \), so we have an isomorphism

\[
\mathcal{R}/(p) \cong b\mathcal{R}/(pb),
\]

hence

\[
\mathcal{E} = \mathcal{R}/(bp) \implies \mathcal{E}_p \cong \mathcal{R}/(p).
\]
By contrast, if \( c \in \mathcal{R} \) is not a multiple of \( p \), then

\[
(23.139) \quad \mathcal{E} = \mathcal{R}/(c) \implies \mathcal{E}_p = 0.
\]

To proceed, let \( \mathcal{E} \) have the form \((23.133)\). Then an element

\[
(23.140) \quad v = v_1 \oplus \cdots \oplus v_k
\]

of \( \mathcal{E} \) belongs to \( \mathcal{E}_p \) if and only if \( pv_j = 0 \) for all \( j \). Hence \( \mathcal{E}_p \) is the direct sum of the null spaces of multiplication by \( p \) in each term \( \mathcal{R}/(q_j) \). By \((23.138)\)–\((23.139)\), it follows that the dimension of \( \mathcal{E}_p \) as a vector space over \( \mathcal{R}/(p) \) is equal to the number of terms \( \mathcal{R}/(q_j) \) such that \( p \) divides \( q_j \).

For such \( \mathcal{E} \), suppose \( p \) is a prime dividing \( q_1 \), and hence each \( q_j \), for \( 1 \leq j \leq k \). Suppose that also

\[
(23.141) \quad \mathcal{E} \approx \mathcal{R}/(q'_1) \oplus \cdots \oplus \mathcal{R}/(q'_{\ell}).
\]

Then the computation above of \( \dim_{\mathcal{R}/(p)} \mathcal{E}_p \) shows that \( p \) must divide at least \( k \) of the elements \( q'_j \), \( 1 \leq j \leq \ell \). This forces \( \ell \geq k \). By symmetry, also \( k \geq \ell \), so we must have \( \ell = k \). We also conclude that \( p \) divides \( q'_j \) for all \( j \).

Now, write \( q_j = pb_j \). Parallel to \((23.137)\), we have \( p\mathcal{R}/(pb_j) \approx \mathcal{R}/(b_j) \), so \((23.133)\) implies

\[
(23.142) \quad p\mathcal{E} \approx \mathcal{R}/(b_1) \oplus \cdots \oplus \mathcal{R}/(b_k),
\]

and \( b_1 | \cdots | b_k \). Some of the \( b_j \) might be invertible, namely those for which \( (q_j) = (p) \), and then \( \mathcal{R}/(b_j) = 0 \). If \( b_1, \ldots, b_\mu \) are invertible but \( b_{\mu+1} \) is not invertible, we have

\[
(23.143) \quad p\mathcal{E} \approx \mathcal{R}/(b_{\mu+1}) \oplus \cdots \oplus \mathcal{R}/(b_k).
\]

One can iterate this argument, and inductively finish the uniqueness proof.

---

### Exercises

1. Let \( \mathcal{R} \) be a ring (with unit, by the conventions of this section). Show that the results of Exercise 1 of §22 hold for all \( a, b \in \mathcal{R} \). Also show that

\[
(-a)b = -ab = a(-b).
\]
2. Let $M$ be a module over the ring $R$. Take $a \in R$, $v, w \in M$. Show that the results (1.12) hold. Show also that

$$a \cdot 0 = 0 \text{ in } M, \quad a(-v) = -av.$$ 

3. Given commutative rings with unit, $R_1$ and $R_2$, define

$$R_1 \oplus R_2$$

as a commutative ring with unit.

4. Given $m, n \in \mathbb{N}$, both $\geq 2$, define

$$\varphi : \mathbb{Z}/(mn) \longrightarrow \mathbb{Z}/(m) \oplus \mathbb{Z}/(n),$$

$$\varphi(k) = (k \mod m, k \mod n).$$

Show that $\varphi$ is a ring homomorphism, and that $N(\varphi) \subset \mathbb{Z}/(mn)$ is generated by the least common multiple of $m$ and $n$. Using Exercise 13 of §22, deduce that

$$\varphi \text{ is an isomorphism } \iff \gcd(m, n) = 1.$$ 

5. Let $m, n$ be integers $\geq 2$ that are relatively prime, i.e., have no common prime factors. Given $x \in \mathbb{Z}$, show that

$$x = a \mod m, \ x = b \mod n \implies x = an\nu + bm\mu \mod mn,$$

where $\nu, \mu \in \mathbb{Z}$ satisfy (cf. Exercise 12 of §22)

$$m\mu + n\nu = 1.$$ 

$Hint.$ Start with

$$x = mj + a, \ x = nk + b,$$

multiply one by $n\nu$, the other by $m\mu$, and add.

6. A group of 1000 soldiers is sent into battle and some perish. After the battle, the survivors line up in columns of 32 and 15 are left over. They then rearrange themselves into columns of 31 and 7 are left over. How many soldiers survived?

$Remark.$ This method of counting was apparently practiced in ancient China. For this reason, the result of Exercise 4 is called the $Chinese remainder theorem$. For a generalization, see Exercise 21.
7. Let \( \mathbb{F} \) be a field.

(a) Show that there is a unique ring homomorphism \( \psi : \mathbb{Z} \to \mathbb{F} \) such that \( \psi(1) = 1 \).

The image \( I = \mathcal{R}(\psi) \) is the ring in \( \mathbb{F} \) generated by \( \{1\} \).

(b) Show that either \( \psi \) is injective or \( \mathcal{N}(\psi) = (n) \) for some \( n \in \mathbb{N}, n \geq 2 \).

*Hint.* \( \mathbb{Z} \) is a PID.

(c) Show that, in the latter case, \( n \) must be a prime (say \( n = p \)).

*Hint.* In such a case, \( \psi \) induces an isomorphism of \( \mathbb{Z}/(n) \) with \( I \), which is an integral domain.

*Remark.* If \( I \approx \mathbb{Z} \), we say \( \mathbb{F} \) has characteristic 0. If \( I \approx \mathbb{Z}/(p) \), we say \( \mathbb{F} \) has characteristic \( p \).

8. Write down a proof of (23.63), that \( \mathbb{F}[\lambda] \) is a PID for each field \( \mathbb{F} \).

For Exercises 9–13, we pick \( \omega \in \mathbb{C} \setminus \mathbb{R} \) and form the lattice

\[ \mathcal{L}_\omega = \{ j\omega + k : j, k \in \mathbb{Z} \}. \]

9. Show that \( \mathcal{L}_\omega \) is a ring if and only if \( \omega^2 \in \mathcal{L}_\omega \). Show that this happens if and only if, after replacing \( \omega \) by \( \omega - \ell \) for some \( \ell \in \mathbb{Z} \) (and maybe changing its sign), either

\[ \omega = \sqrt{-m}, \quad m \in \mathbb{N}, \]

or

\[ \omega = \frac{1}{2} + \frac{1}{2}\sqrt{-D}, \quad D \in \mathbb{N}, \; D = 3 \text{ mod } 4. \]

In such a case, \( \mathcal{L}_\omega = \mathbb{Z}[\omega] \).

10. Assume \( \omega \in \mathbb{C} \setminus \mathbb{R} \) is such that \( \mathcal{L}_\omega = \mathbb{Z}[\omega] \). Show that if

\[ \text{dist}(\zeta, \mathbb{Z}[\omega]) < 1, \quad \forall \zeta \in \mathbb{C}, \]

then \( \mathbb{Z}[\omega] \) is a PID.

*Hint.* To start, given an ideal \( \mathcal{I} \subset \mathbb{Z}[\omega] \), pick \( \alpha \in \mathcal{I} \setminus 0 \) to minimize \( |\alpha| \).

You want to show that \( \mathcal{I} = (\alpha) \).

11. In the setting of Exercises 9–10, show that \( \mathbb{Z}[\omega] \) is a PID for the following values of \( \omega \):

\[ \sqrt{-1}, \; \sqrt{-2}, \; \frac{1}{2} + \frac{1}{2}\sqrt{-D}, \quad D = 3, 7, \; \text{or} \; 11. \]
Remark. The ring \( \mathbb{Z}[\sqrt{-1}] \) is called the ring of \textit{Gaussian integers}.

12. Let us set
\[
\mathcal{I} = \{ 2j + k(1 + \sqrt{-5}) : j, k \in \mathbb{Z} \} = \{ a + b\sqrt{-5} : 2 \mid (a - b) \}.
\]
Define
\[
\varphi : \mathbb{Z}[\sqrt{-5}] \to \mathbb{Z}/(2), \quad \varphi(a + b\sqrt{-5}) = a - b \pmod{2}.
\]
Show that \( \varphi \) is a ring homomorphism, and \( \mathcal{N}(\varphi) = \mathcal{I} \). Deduce that \( \mathcal{I} \) is an ideal in \( \mathbb{Z}[\sqrt{-5}] \).

13. Show that \( \mathbb{Z}[\sqrt{-5}] \) is not a UFD, hence not a PID. 
\textit{Hint.} One has
\[
2 \cdot 3 = (1 + \sqrt{-5})(1 - \sqrt{-5}),
\]
and all four of these factors are irreducible elements of \( \mathbb{Z}[\sqrt{-5}] \). To see directly that \( \mathbb{Z}[\sqrt{-5}] \) is not a PID, consider the ideal \( \mathcal{I} \) generated by 2 and \( 1 + \sqrt{-5} \) (which by Exercise 12 is a proper ideal), and show it does not have a single generator. Or use (23.97).

Remark. It was shown by Gauss that \( \mathbb{Z}[\omega] \) is a UFD for \( \omega \) as in Exercise 11, and also for
\[
\omega = \frac{1}{2} + \frac{1}{2}\sqrt{-D}, \quad D = 19, 43, 67, 163.
\]
It has since been shown that this list is exhaustive. See [Art], Chapter 11, §7 for more on this.

14. Let \( \mathbb{F} \) be a field with a finite number of elements (i.e., a finite field). Show that \( \mathbb{F} \) has \( p^n \) elements, for some prime \( p \), \( n \in \mathbb{N} \). 
\textit{Hint.} Show that \( \mathcal{I}_p \) (as in Exercise 7) is isomorphic to \( \mathbb{Z}/(p) \) for some prime \( p \), and that \( \mathbb{F} \) is a vector space over \( \mathcal{I}_p \). Say its dimension is \( n \).

Let \( \mathcal{R} \) be a commutative ring with unit. A \textit{proper ideal} in \( \mathcal{R} \) is an ideal that is neither 0 nor \( \mathcal{R} \). A \textit{maximal ideal} in \( \mathcal{R} \) is a proper ideal that is contained in no larger proper ideal.

15. If \( \mathcal{R} \) is a commutative ring with unit and \( \mathcal{I} \subset \mathcal{R} \) a maximal ideal, show that \( \mathcal{R}/\mathcal{I} \) is a field.
Given \( a \in R \setminus I \), show that the ideal generated by \( a \) and \( I \) must be all of \( R \).

16. Let \( R \) be a PID. Let \( I = (a) \) be a proper ideal. Assume that, whenever \( a = bc \), either \( b \) or \( c \) is invertible. Show that \( I \) is a maximal ideal.

**Hint.** If \((a) \subset (\alpha)\), then \( a = \alpha \beta \).

17. Let \( F \) be a field, and assume \( \lambda^2 + 1 = 0 \) has no solution in \( F \). Show that Exercise 16 applies to \( R = F[\lambda] \) and \( a = q(\lambda) = \lambda^2 + 1 \). Deduce that \( F[\lambda]/(q) \) is a field. Denote it \( F(\sqrt{-1}) \).

18. In the setting of Exercise 17, show that there is a natural injection of \( F \) as a subfield of \( F(\sqrt{-1}) \), and that \( \lambda^2 + 1 \) has a root in this larger field. Explain why one might write \( F(\sqrt{-1}) = F[\sqrt{-1}] \).

19. Generalize the results of Exercises 17–18 to the case where \( q(\lambda) \in F[\lambda] \) is an irreducible polynomial, i.e., \( q(\lambda) \) cannot be factored as a product of polynomials of lower degree, with coefficients in \( F \).

20. Show that (23.89) provides a counterexample to the proposal that

\[
V_1 \otimes_R V_2 \approx M_{R}(V_1, V_2; R).
\]

21. Let \( R \) be a PID, and take \( a, b \in R \), both non-invertible. Assume \( a \) and \( b \) have no common prime factors. Show that

\[
R/(ab) \approx R/(a) \oplus R/(b).
\]

This generalizes the result of Exercise 4.

**Hint.** As in Exercise 4, you want to show that if \( c \in R \) is a multiple of \( a \) and a multiple of \( b \), it must be a multiple of \( ab \). Consider how these elements factor into primes.

22. Show that, in contrast to (23.63), the polynomial ring

\[
\mathbb{Z}[\lambda]
\]

is not a PID.

**Hint.** Consider the ideal \((2\lambda, 3\lambda^2)\).

**Remark.** It is the case that \( \mathbb{Z}[\lambda] \) is a UFD. More generally, given a commutative ring \( R \) with unit,

\[
R \text{ is a UFD} \implies R[\lambda] \text{ is a UFD}.
\]
See Appendix K for a proof.

23. Extend the setting of Proposition 22.9 to treat det \( A \) for \( A \in M(n, \mathcal{R}) \), when \( \mathcal{R} \) is a commutative ring with unit, not necessarily satisfying (23.14). This provides an alternative to the approach involving (23.17)–(23.23).
24. The Jordan canonical form revisited

Let $V$ be a finite dimensional vector space over the field $\mathbb{F}$, and let $A \in L(V)$. Then $V$ gets the structure of a module over the PID $\mathbb{R} = \mathbb{F}[t]$, given by

$$p \cdot v = p(A)v,$$

for $v \in V$, $p \in \mathbb{F}[t]$, where if $p(t) = a_k t^k + \cdots + a_1 t + a_0$, then

$$p(A) = a_k A^k + \cdots + a_1 A + a_0 I.$$

The map $p \mapsto p(A)$ is a ring homomorphism $\varphi : \mathbb{F}[t] \to L(V)$. Then $\mathcal{N}(\varphi)$ is an ideal in $\mathbb{F}[t]$, and since $\mathbb{F}[t]$ is a PID, we have $\mathcal{N}(\varphi) = (m_A)$, for a polynomial $m_A \in \mathbb{F}[t]$, known as the minimal polynomial of $A$, when its leading coefficient is normalized to be 1. We then have an isomorphism

$$\mathbb{F}[t]/(m_A) \approx \mathbb{F}[A],$$

where $\mathbb{F}[A]$ is the ring in $L(V)$ generated by $I$ and $A$ (clearly a commutative ring).

We let $\mathcal{V}$ denote $V$ endowed with this structure as an $\mathbb{F}[t]$-module. Then $\mathcal{V}$ depends on both $V$ and $A$. A basis $\{v_1, \ldots, v_n\}$ of $V$ over $\mathbb{F}$ also generates $\mathcal{V}$ over $\mathbb{F}[t]$, so $\mathcal{V}$ is a finitely generated $\mathbb{F}[t]$-module. The fact that $m_A(t) \cdot v = 0$ for all $v$ implies that $\mathcal{V}$ is a torsion module, over $\mathbb{F}[t]$.

Let us factor

$$m_A(t) = p_1(t)^{\nu_1} \cdots p_k(t)^{\nu_k},$$

where $p_j$ are primes (i.e., irreducible polynomials) in the PID $\mathbb{F}[t]$. Then, by Proposition 23.16,

$$\mathcal{V} = \bigoplus_{j=1}^k \mathcal{V}(p_j),$$

where $\mathcal{V}(p_j)$ is the $p_j$-module

$$\mathcal{V}(p_j) = \{v \in \mathcal{V} : p_j^\nu \cdot v = 0, \text{ for some } \nu \in \mathbb{N}\}$$

$$= \{v \in \mathcal{V} : p_j(A)^{\nu}v = 0, \text{ for some } \nu \in \mathbb{N}\}.$$

In fact, one has

$$\mathcal{V}(p_j) = \{v \in \mathcal{V} : p_j(A)^{\nu}v = 0\},$$

from the proof of Proposition 23.16, via (23.117)–(23.118). Clearly

$$A : \mathcal{V}(p_j) \to \mathcal{V}(p_j),$$
for each \( j \).

If \( F \) is algebraically closed (e.g., \( F = \mathbb{C} \)) then the irreducible polynomials \( p_j \) in (24.4) have degree 1:

\[
m_A(t) = (t - \lambda_1)^{\nu_1} \cdots (t - \lambda_k)^{\nu_k},
\]
and (24.5) holds with

\[
V(p_j) = \{ v \in V : (\lambda I - A)^{\nu_j} v = 0 \}.
\]

In other words, each \( V(p_j) \) is a generalized eigenspace of \( A \), as defined (for \( F = \mathbb{C} \)) in §7. In particular, we recover Propositions 7.5–7.6, in the form given in Exercise 8 of §7.

Returning (temporarily) to the level of generality (24.4), we deduce from Proposition 23.17 that each space \( V(p_j) \) can be decomposed as a direct sum of \( F[t] \)-submodules, isomorphic to \( F[t]/(p_\mu^j) \), for certain \( \mu \in \mathbb{N} \). Again if \( F \) is algebraically closed, then \( p_j(t) = t - \lambda_j \) for some \( \lambda_j \in \mathbb{F} \). We then have

\[
V(p_j) = \bigoplus_{k=1}^{m_j} V_{jk}, \quad V_{jk} \approx F[t]/((t - \lambda_j)^{\mu_k}),
\]
and

\[
A : V_{jk} \longrightarrow V_{jk}.
\]

The following result, in conjunction with (24.11), covers Proposition 13.1, on the existence of a Jordan canonical form for \( A \).

**Proposition 24.1.** Let \( A \in \mathcal{L}(V) \) yield the \( F[t] \)-module \( V \) and take

\[
q(t) = (t - \lambda)^\mu,
\]
with \( \lambda \in \mathbb{F}, \ \mu \in \mathbb{N} \). Assume

\[
V \approx F[t]/(q).
\]

Then \( V \) has a basis over \( F \) such that the matrix of \( A \) with respect to this basis has the form

\[
A = \begin{pmatrix}
\lambda & 0 & \cdots & 0 \\
1 & \lambda & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 1 & \lambda
\end{pmatrix}.
\]
Proof. The isomorphism \( \psi : \mathbb{F}[t]/(q) \approx \mathcal{V} \) yields \( v = \psi(1) \in \mathcal{V} \) such that \( \mathbb{F}[t]v = \mathcal{V} \). We claim that the elements \( \psi((t-\lambda)^j) = (t-\lambda)^j \cdot v, 0 \leq j \leq \mu - 1 \), i.e., the elements

\[
(24.16) \quad v, (A - \lambda I)v, \ldots, (A - \lambda I)^{\mu - 1}v
\]

form a basis of \( \mathcal{V} \) over \( \mathbb{F} \). This is a direct consequence of the fact that

\[
(24.17) \quad 1, t - \lambda, \ldots, (t - \lambda)^{\mu - 1}, \mod (q),
\]

forms a basis of \( \mathbb{F}[t]/(q) \) over \( \mathbb{F} \). Given the basis (24.16), it is clear that \( A \) takes the form (24.15).

Remark. The matrix (24.15) is apparently the transpose of (13.1). We leave it to the reader to sort this out.

Exercises

1. What happens to the matrix representation of \( A \) in (24.15) when you reverse the order of the basis elements (24.16)?

2. Suppose \( \mathbb{F} = \mathbb{R} \), \( A \in \mathcal{L}(\mathcal{V}) \), and

\[
m_A(t) = t^2 + 1.
\]

Show that (24.5) becomes

\[
\mathcal{V} = \mathcal{V}(p), \quad p = m_A.
\]

Show that, in the decomposition (23.121), with \( \mathcal{E}(p) \) replaced by \( \mathcal{V}(p) \), one has

\[
\mathcal{V}(p) \approx \mathcal{R}/(p) \oplus \cdots \oplus \mathcal{R}/(p), \quad \mathcal{R} = \mathbb{F}[t].
\]

In case \( \mathcal{V} = \mathcal{R}/(p) \), show that \( \dim \mathcal{V} = 2 \), and that a basis of \( \mathcal{V} \) is given by

\[
1, \quad t.
\]

What is the matrix of \( A \) with respect to this basis?

3. How do things change if \( \mathbb{R} \) is replaced by \( \mathbb{C} \) in Exercise 2?
25. The matrix exponential

We return to the setting $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$ and take $A \in M(n, \mathbb{F})$. The matrix exponential arises to represent solutions to the differential equation

\begin{equation}
\frac{dx}{dt} = Ax, \quad x(0) = v,
\end{equation}

for a function $x : \mathbb{R} \to \mathbb{F}^n$, given $v \in \mathbb{F}^n$. One way to approach (25.1) is to construct the solution as a power series,

\begin{equation}
 x(t) = \sum_{k=0}^{\infty} x_k t^k,
\end{equation}

with coefficients $x_k \in \mathbb{F}^n$. As shown in calculus courses, if (25.2) is absolutely convergent on an interval $|t| < T$, then $x(t)$ is differentiable on this interval, and its derivative is obtained by differentiating the series term by term. Anticipating that this will work, we write

\begin{equation}
 x'(t) = \sum_{k=1}^{\infty} k x_k t^{k-1} = \sum_{\ell=0}^{\infty} (\ell + 1) x_{\ell+1} t^\ell.
\end{equation}

Meanwhile,

\begin{equation}
 Ax(t) = \sum_{\ell=0}^{\infty} Ax_{\ell} t^\ell.
\end{equation}

Comparing (25.3) and (25.4), we require

\begin{equation}
 x_{\ell+1} = \frac{1}{\ell + 1} Ax_{\ell}, \quad \ell \geq 0.
\end{equation}

Meanwhile, the initial condition $x(0) = v$ forces $x_0 = v$. Thus, inductively,

\begin{equation}
 x_0 = v, \quad x_1 = Av, \quad x_2 = \frac{1}{2} A^2 v, \quad \ldots, \quad x_k = \frac{1}{k!} A^k v, \ldots,
\end{equation}

and we have the power series

\begin{equation}
 x(t) = \sum_{k=0}^{\infty} \frac{t^k}{k!} A^k v.
\end{equation}

This power series is absolutely convergent for all $t \in \mathbb{R}$. To see this, we use (10.4) and the triangle inequality (9.14) to obtain the estimate

\begin{equation}
 \left\| \sum_{k=M}^{M+N} \frac{t^k}{k!} A^k v \right\| \leq \sum_{k=M}^{M+N} \left\| \frac{t^k}{k!} A^k v \right\| \leq \sum_{k=M}^{M+N} \frac{1}{k!} \|A\|^k \|v\|,
\end{equation}
which together with the ratio test guarantees absolute convergence for all \( t \in \mathbb{R} \). Thus the term by term differentiation of (25.7) is valid, and we have a solution to (25.1). We write this solution as \( x(t) = e^{tA}v \), where we set \( e^{tA} = \sum_{k=0}^{\infty} \frac{t^k}{k!} A^k \).

This is the matrix exponential. Calculations parallel to (25.3) give

\[
\frac{d}{dt} e^{tA} = Ae^{tA} = e^{tA}A.
\]

In fact, \( e^{tA}v \) is the unique solution to (25.1). An essentially equivalent result is that \( e^{tA} \) is the unique solution to the matrix ODE

\[
X'(t) = AX(t), \quad X(0) = I.
\]

To see this, we apply the product rule

\[
\frac{d}{dt} (B(t)X(t)) = B'(t)X(t) + B(t)X'(t)
\]

to \( B(t) = e^{-tA} \) and \( X(t) \) as in (25.11). Thus, via (25.10), with \( A \) replaced by \(-A\),

\[
\frac{d}{dt} (e^{-tA}X(t)) = -e^{-tA}AX(t) + e^{-tA}AX(t) = 0,
\]

so \( e^{-tA}X(t) \) is independent of \( t \). Evaluation at \( t = 0 \) gives

\[
e^{-tA}X(t) = I, \quad \forall t \in \mathbb{R},
\]

whenever \( X(t) \) solves (25.11). Since \( e^{tA} \) solves (25.11), we get

\[
e^{-tA}e^{tA} = I, \quad \forall t \in \mathbb{R},
\]

i.e., \( e^{-tA} \) is the matrix inverse to \( e^{tA} \). Multiplying (25.14) on the left by \( e^{tA} \) then gives

\[
X(t) = e^{tA},
\]

which is the asserted uniqueness.

A useful computation related to (25.13) arises by applying \( d/dt \) to the product \( e^{(s+t)A}e^{-tA} \). We have

\[
\frac{d}{dt} (e^{(s+t)A}e^{-tA}) = e^{(s+t)A}Ae^{-tA} - e^{(s+t)A}Ae^{-tA} = 0,
\]
so $e^{(s+t)A}e^{-tA}$ is independent of $t$. Evaluation at $t = 0$ gives

$$e^{(s+t)A}e^{-tA} = e^{sA}, \quad \forall s, t \in \mathbb{R}.$$  \hspace{1cm} (25.18)

Multiplying on the right by $e^{tA}$ and using (25.15) (with $t$ replaced by $-t$) gives

$$e^{(s+t)A} = e^{sA}e^{tA}, \quad \forall s, t \in \mathbb{R}. \hspace{1cm} (25.19)$$

The following result generalizes (25.19).

**Proposition 25.1.** Given $A, B \in M(n, \mathbb{F})$, we have

$$e^{t(A+B)} = e^{tA}e^{tB}, \quad \forall t \in \mathbb{R}, \hspace{1cm} (25.20)$$

provided $A$ and $B$ commute, i.e.,

$$AB = BA. \hspace{1cm} (25.21)$$

**Proof.** This time we differentiate a triple product,

$$\frac{d}{dt} (e^{t(A+B)}e^{-tB}e^{-tA}) = e^{t(A+B)}(A + B)e^{-tB}e^{-tA}$$

$$- e^{t(A+B)}Be^{-tB}e^{-tA}$$

$$- e^{t(A+B)}e^{-tB}Ae^{-tA}. \hspace{1cm} (25.22)$$

Next, we note that, for $s \in \mathbb{R},$

$$e^{sB}A = \sum_{k=0}^{\infty} \frac{s^k}{k!}B^kA = \sum_{k=0}^{\infty} \frac{s^k}{k!}AB^k, \hspace{1cm} (25.23)$$

provided $A$ and $B$ commute, so

$$AB = BA \implies e^{sB}A = Ae^{sB}, \quad \forall s \in \mathbb{R}. \hspace{1cm} (25.24)$$

Taking $s = -t$ allows us to push $A$ to the left in the third term on the right side of (25.22), yielding 0. Hence the triple product is independent of $t$. Evaluating at $t = 0$ gives

$$e^{t(A+B)}e^{-tB}e^{-tA} = I, \quad \forall t \in \mathbb{R}. \hspace{1cm} (25.25)$$

provided (25.21) holds. Multiplying on the right first by $e^{tA}$, then by $e^{tB}$, using again (25.15), we obtain (25.20).
Returning to (25.1), we have seen that solving this equation is equivalent to evaluating $e^{tA}$. Typically, one does not want to do this by computing the infinite series (25.9). We want to relate the evaluation of $e^{tA}v$ to results in linear algebra.

For example, if $v$ is an eigenvector of $A$, with eigenvalue $\lambda$, then

$Av = \lambda v \implies A^kv = \lambda^kv$

(25.26)

$\implies e^{tA}v = \sum_{k=0}^{\infty} \frac{t^k}{k!} \lambda^kv = e^{t\lambda}v.$

A related identity is that, if $C \in M(n, \mathbb{F})$ is invertible,

(25.27) \[ A = C^{-1}BC \implies A^k = C^{-1}B^kC \implies e^{tA} = C^{-1}e^{tB}C. \]

If $B$ is diagonal,

$B = \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n \end{pmatrix} \implies B^k = \begin{pmatrix} \lambda_1^k & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n^k \end{pmatrix}$

(25.28)

$\implies e^{tB} = \begin{pmatrix} e^{t\lambda_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & e^{t\lambda_n} \end{pmatrix},$

which in conjunction with (25.27) gives

(25.29) \[ e^{tA} = C^{-1} \begin{pmatrix} e^{t\lambda_1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & e^{t\lambda_n} \end{pmatrix} C, \]

if $A = C^{-1}BC$ with $B$ as in (25.28), i.e., if $A$ is diagonalizable.

As we know, not all matrices are diagonalizable. As discussed in §7, a vector $v \in \mathbb{C}^n$ is a generalized eigenvector of $A$, associated to $\lambda \in \mathbb{C}$, provided

(25.30) \[ (A - \lambda I)^\ell v = 0, \quad \text{for some } \ell \in \mathbb{N}, \]

the case $\ell = 1$ making $v$ an eigenvector. When (29.30) holds, we can compute $e^{tA}v$ as follows. First

(25.31) \[ e^{tA}v = e^{t(A-\lambda I)+t\lambda I}v 
= e^{t\lambda}e^{t(A-\lambda I)}v, \]
the second identity via (25.20), with \( A - \lambda I \) in place of \( A \) and \( \lambda I \) in place of \( B \), noting that the identity matrix \( I \in M(n, \mathbb{C}) \) commutes with every element of \( M(n, \mathbb{C}) \). Now the infinite series

\[
e^{t(A-\lambda I)v} = \sum_{k=0}^{\infty} \frac{t^k}{k!}(A - \lambda I)^k v
\]

terminates at \( k = \ell - 1 \), by (25.30), so we get

\[
e^{tA}v = e^{t\lambda} \sum_{k=0}^{\ell-1} \frac{t^k}{k!}(A - \lambda I)^k v,
\]

which has the form \( e^{\lambda w(t)} \), where \( w(t) \) is a polynomial, of degree \( \leq \ell \), with coefficients in \( \mathbb{C}^n \). As shown in §7,

\[
\text{Given } A \in M(n, \mathbb{C}), \mathbb{C}^n \text{ has a basis consisting of generalized eigenvectors of } A.
\]

Thus, for each \( v \in \mathbb{C}^n \), \( e^{tA}v \) is a linear combination of terms of the form (25.33), with different \( \lambda \)'s. We have the following.

**Proposition 25.2.** Given \( A \in M(n, \mathbb{C}) \), \( v \in \mathbb{C}^n \),

\[
e^{tA}v = \sum_j e^{\lambda_j t} v_j(t),
\]

where \( \{\lambda_j\} \) is the set of eigenvalues of \( A \) and \( v_j(t) \) are \( \mathbb{C}^n \)-valued polynomials.

It is now our goal to turn this reasoning around. We intend to give a proof of Proposition 25.2 that does not depend on (25.34), and then use this result to provide a new proof of (25.34), via an argument very different from that used in §7.

**Proof of Proposition 25.2.** To start, by (25.27) it suffices to show that \( e^{tB} \) has such a structure for some \( B \in M(n, \mathbb{C}) \) similar to \( A \), i.e., satisfying \( A = C^{-1}BC \) for some invertible \( C \in M(n, \mathbb{C}) \). We now bring in Schur’s result, Proposition 14.1, which implies that \( A \) is similar to an upper triangular matrix. We recall that the proof of Proposition 14.1 is very short, and makes no use of concepts involving generalized eigenvectors. In view of this, we are reduced to proving Proposition 25.2 when \( A \) has the form

\[
A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \ddots & \ddots & \vdots \\
a_{n1} & \cdots & a_{nn}
\end{pmatrix},
\]
with all zeros below the diagonal. It follows from (5.42), with $A$ replaced by $A - \lambda I$, that the eigenvalues of $A$ are precisely the diagonal entries $a_{jj}$.

To proceed, set $x(t) = e^{tA}v$, solving

$$\frac{dx}{dt} = \begin{pmatrix} a_{11} & * & * \\ \vdots & \ddots & * \\ & & a_{nn} \end{pmatrix} x,$$

with $x(t) = (x_1(t), \ldots, x_n(t))^t$. We can solve the last ODE for $x_n$, as it is just

$$\frac{dx_n}{dt} = a_{nn}x_n, \quad \text{so} \quad x_n(t) = Ce^{a_{nn}t}.

We can obtain $x_j(t)$ for $j < n$ inductively by solving inhomogeneous scalar differential equations

$$\frac{dx_j}{dt} = a_{jj}x_j + b_j(t),$$

where $b_j(t)$ is a linear combination of $x_{j+1}(t), \ldots, x_n(t)$.

The equation (25.39) is a particularly easy sort, with solution given by

$$x_j(t) = e^{ta_{jj}}x_j(0) + e^{ta_{jj}} \int_0^t e^{-sa_{jj}}b_j(s) \, ds.

See Exercise 1 below. Given $x_n(t)$ in (25.38), $b_{n-1}(t)$ is a multiple of $e^{a_{nn}t}$. If $a_{n-1,n-1} \neq a_{nn}$, then $x_{n-1}(t)$ will be a linear combination of $e^{a_{nn}t}$ and $e^{a_{n-1,n-1}t}$, but if $a_{n-1,n-1} = a_{nn}$, $x_{n-1}(t)$ may be a linear combination of $e^{a_{nn}t}$ and $te^{a_{nn}t}$. Further integration will involve $\int p(t)e^{at} \, dt$, where $p(t)$ is a polynomial. That no other sort of function will arise is guaranteed by the following result.

**Lemma 25.3.** If $p(t)$ is a polynomial of degree $\leq m$ and $\alpha \neq 0$, then

$$\int p(t)e^{at} \, dt = q(t)e^{at} + C,$$

for some polynomial $q(t)$ of degree $\leq m$. (If $\alpha = 0$, one also gets (25.41), with $q(t)$ of degree $\leq m + 1$.)

**Proof.** The map $p = Tq$ defined by

$$\frac{d}{dt} (q(t)e^{at}) = p(t)e^{at}$$

is a linear map on the \((m + 1)\)-dimensional vector space \(P_m\) of polynomials of degree \(\leq m\). In fact, we have

\[
Tq(t) = \alpha q(t) + q'(t).
\]

It suffices to show that \(T : P_m \rightarrow P_m\) is invertible, when \(\alpha \neq 0\). But \(D = d/dt\) is nilpotent on \(P_m; D^{m+1} = 0\). Hence

\[
T^{-1} = \alpha^{-1}(I + \alpha^{-1}D)^{-1} = \alpha^{-1}(I - \alpha^{-1}D + \cdots + \alpha^{-m}(-D)^m).
\]

This proves the lemma, and hence completes the proof of Proposition 25.2.

Having Proposition 25.2, we proceed as follows. Given \(\lambda \in \mathbb{C}\), let \(V_\lambda\) denote the space of \(\mathbb{C}^n\)-valued functions of the form \(e^{\lambda t}v(t)\), where \(v(t)\) is a \(\mathbb{C}^n\)-valued polynomial in \(t\). Then \(V_\lambda\) is invariant under the action of both \(d/dt\) and \(A\), hence of \(d/dt - A\). Hence, if a sum \(V_1(t) + \cdots + V_k(t), V_j \in V_{\lambda_j}\) (with \(\lambda_j\)'s distinct) is annihilated by \(d/dt - A\), so is each term in this sum. (See Exercise 3 below.)

Therefore, if (25.5) is a sum over the distinct eigenvalues \(\lambda_j\) of \(A\), it follows that each term \(e^{\lambda_j t}v_j(t)\) is annihilated by \(d/dt - A\), or, equivalently, is of the form \(e^{tA}w_j\), where \(w_j = v_j(0)\). This leads to the following conclusion.

**Proposition 25.4.** Given \(A \in M(n, \mathbb{C}), \lambda \in \mathbb{C}\), set

\[
G_\lambda = \{v \in \mathbb{C}^n : e^{tA}v = e^{t\lambda}v(t), \ v(t) \ polynomial\}.
\]

Then \(\mathbb{C}^n\) has a direct sum decomposition

\[
\mathbb{C}^n = G_{\lambda_1} \oplus \cdots \oplus G_{\lambda_k},
\]

where \(\lambda_1, \ldots, \lambda_k\) are the distinct eigenvalues of \(A\). Furthermore, each \(G_{\lambda_j}\) is invariant under \(A\), and

\[
A_j = A|_{G_{\lambda_j}} \ has \ exactly \ one \ eigenvalue, \ \lambda_j.
\]

**Proof.** The decomposition (25.46) follows directly from Proposition 25.2. The invariance of \(G_{\lambda_j}\) under \(A\) is clear from the definition (25.45). It remains only to establish (25.47), and this holds because \(e^{tA}v\) involves only the exponential \(e^{\lambda t}\) when \(v \in G_{\lambda_j}\).

Having Proposition 25.4, we next claim that

\[
G_{\lambda_j} = \mathcal{GE}(A, \lambda_j)
\]

\[
= \{v \in \mathbb{C}^n : (A - \lambda_j I)^kv = 0 \ for \ some \ k \in \mathbb{N}\},
\]

the latter identity defining the generalized eigenspace \(\mathcal{GE}(A, \lambda_j)\), as in (7.3). The fact that

\[
\mathcal{GE}(A, \lambda_j) \subset G_{\lambda_j}
\]

follows from (25.33). Since \(N_j = A_j - \lambda_j I \in \mathcal{L}(G_{\lambda_j})\) has only 0 as an eigenvalue, we are led to the following result.
Lemma 25.5. Let $W$ be a $k$-dimensional vector space over $\mathbb{C}$ and suppose $N : W \to W$ has only 0 as an eigenvalue. Then $N$ is nilpotent, in fact

(25.50) $N^m = 0$ for some $m \leq k$.

Proof. The assertion is equivalent to the implication $(8.3) \Rightarrow (8.4)$, given in §8. We recall the argument. Let $W_j = N^j(W)$. Then $W \supset W_1 \supset W_2 \supset \cdots$ is a sequence of finite dimensional vector spaces, each invariant under $N$. This sequence must stabilize, so for some $m$, $N : W_m \to W_m$ bijectively. If $W_m \neq 0$, $N$ has a nonzero eigenvalue.

Lemma 25.5 provides the reverse inclusion to (25.49), and hence we have (25.48). Thus (25.46) yields the desired decomposition

(25.51) $\mathbb{C}^n = \mathcal{E}(A, \lambda_1) \oplus \cdots \oplus \mathcal{E}(A, \lambda_k)$

of $\mathbb{C}^n$ as a direct sum of generalized eigenspaces of $A$. This provides another proof of Proposition 7.6.

Exponential and trigonometric functions

When material developed above on the exponential of an $n \times n$ matrix is specialized to $n = 1$, we have the exponential of a complex number,

(25.52) $e^z = \sum_{k=0}^{\infty} \frac{1}{k!} z^k$, \hspace{1em} z \in \mathbb{C}$.

Then (25.10) specializes to

(25.53) $\frac{d}{dt} e^{at} = ae^{at}$, \hspace{1em} \forall t \in \mathbb{R}, a \in \mathbb{C}$.

Here we want to study

(25.54) $\gamma(t) = e^{it}$, \hspace{1em} t \in \mathbb{R}$,

which is a curve in the complex plane. We claim $\gamma(t)$ lies on the unit circle, i.e., $|\gamma(t)| \equiv 1$, where, for $z = x + iy$, $x, y \in \mathbb{R}$,

(25.55) $|z|^2 = x^2 + y^2 = z \overline{z}$, \hspace{1em} with \hspace{1em} \overline{z} = x - iy$.

It follows from (25.52) that

(25.56) $e^z = e^{\overline{z}}$, \hspace{1em} \forall z \in \mathbb{C}$,
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so, for \( t \in \mathbb{R} \),

\[
(25.57) \quad e^{it} = e^{-it}, \quad \text{hence} \quad |\gamma(t)|^2 = e^{it}e^{-it} = 1.
\]

Next, we consider the velocity

\[
(25.58) \quad \gamma'(t) = ie^{it}.
\]

From (25.55) it follows that, if also \( w \in \mathbb{C} \), then \( |zw|^2 = |z|^2|w|^2 \), so (25.58) yields

\[
(25.59) \quad |\gamma'(t)|^2 = 1.
\]

Thus \( \gamma(t) \) is a unit speed curve on the unit circle, starting at \( \gamma(0) = 1 \), in the upward vertical direction \( \gamma'(0) = i \). Thus the path from \( t_0 = 0 \) to \( t \) travels a distance

\[
(25.60) \quad \ell(t) = \int_0^t |\gamma'(s)|\,ds = t,
\]

for \( t > 0 \). Now the ray from the origin \( 0 \in \mathbb{C} \) to 1 meets the ray from 0 to \( \gamma(t) \) at an angle which, measured in radians, is \( \ell(t) = t \).

Having this geometrical information on the curve \( \gamma(t) \), we bring in the basic trigonometric functions sine and cosine. By definition, if \( t \) is the angle between the two rays described above, and if we write \( \gamma(t) \) in terms of its real and imaginary parts as \( \gamma(t) = x(t) + iy(t) \), then

\[
(25.61) \quad \cos t = x(t), \quad \sin t = y(t).
\]

We have arrived at the important conclusion that

\[
(25.62) \quad e^{it} = \cos t + i \sin t,
\]

which is known as Euler’s formula.

**Exercises**

1. Given \( A \in \mathbb{C} \), \( b : \mathbb{R} \to \mathbb{C} \) continuous, show that the solution to

\[
\frac{dy}{dt} = Ay + b(t), \quad y(0) = y_0,
\]
is given by

\[ y(t) = e^{At}y_0 + e^{At} \int_0^t e^{-As}b(s) \, ds. \]

**Hint.** Show that an equivalent differential equation for \( z(t) = e^{-At}y(t) \) is

\[ \frac{dz}{dt} = e^{-At}b(t), \quad z(0) = y_0. \]

2. Show that the result of Exercise 1 continues to hold in the setting

\[ A \in M(n, \mathbb{C}), \quad y_0 \in \mathbb{C}^n, \quad b : \mathbb{R} \to \mathbb{C}^n, \]

and one solves for \( y : \mathbb{R} \to \mathbb{C}^n \).

3. Suppose \( v_j(t) \) are \( \mathbb{C}^n \)-valued polynomials, \( \lambda_1, \ldots, \lambda_k \in \mathbb{C} \) are distinct, and

\[ e^{\lambda_1 t}v_1(t) + \cdots + e^{\lambda_k t}v_k(t) \equiv 0. \]

Show that \( v_j(t) \equiv 0 \) for each \( j \in \{1, \ldots, k\} \).

4. Examining the proof of Proposition 25.2, show that if \( A \in M(n, \mathbb{C}) \) is the upper triangular matrix (25.36), then

\[ e^{tA} = \begin{pmatrix} e^{11}(t) & \cdots & e^{1n}(t) \\ \vdots & \ddots & \vdots \\ e^{nn}(t) \end{pmatrix}, \quad e_{jj}(t) = e^{ta_{jj}}. \]

5. Show that if \( A \in M(n, \mathbb{C}) \), then

\[ \det e^{tA} = e^{t \text{Tr} A}. \]

**Hint.** Show that this follows from Exercise 4 if \( A \) is upper triangular. Then show that it holds when \( A \) is similar to an upper triangular matrix.

6. Show that the identities

\[ \frac{d}{dt} \cos t = -\sin t, \quad \frac{d}{dt} \sin t = \cos t \]

follow from (25.62) and (25.58).
7. Show that

\[
J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \implies e^{tJ} = \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix}.
\]

Equivalently,

\[e^{tJ} = (\cos t)I + (\sin t)J.\]

Relate this to Euler’s formula.

8. Show that

\[
A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \implies e^{tA} = \begin{pmatrix} \cosh t & \sinh t \\ \sinh t & \cosh t \end{pmatrix}.
\]

9. Show that, for \( A \in M(n, \mathbb{C}) \),

\[e^{tA^*} = (e^{tA})^*, \quad \forall t \in \mathbb{R}.
\]

Note that this generalizes (25.56).

10. Show that

\[A \in M(n, \mathbb{R}), \ A^* = -A \implies e^{tA} \in SO(n), \ \forall t \in \mathbb{R},\]

and

\[A \in M(n, \mathbb{C}), \ A^* = -A \implies e^{tA} \in U(n), \ \forall t \in \mathbb{R}.
\]

Note that this generalizes (25.57).

11. Let \( x : \mathbb{R} \to \mathbb{C} \) solve the \( n \)th order ODE

\[x^{(n)}(t) + a_{n-1}x^{(n-1)}(t) + \cdots + a_1x'(t) + a_0x(t) = 0.\]

Convert this to a first order \( n \times n \) system for \( y : \mathbb{R} \to \mathbb{C}^n \), with

\[y(t) = (y_0(t), \ldots, y_{n-1}(t))^t, \quad y_j(t) = x^{(j)}(t).
\]

Show that \( y(t) \) solves

\[\frac{dy}{dt} = Ay,
\]
where
\[
A = \begin{pmatrix}
0 & 1 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
& & \ddots & \vdots & \\
0 & 0 & \cdots & 0 & 1 \\
-a_0 & -a_1 & \cdots & -a_{n-2} & -a_{n-1}
\end{pmatrix},
\]
the companion matrix for the polynomial \( p(\lambda) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_1\lambda + a_0 \), introduced in (8.17).

Remark. \( x(t) = e^{\lambda t} \) solves the \( n \)th order ODE above if and only if \( p(\lambda) = 0 \), which, by Proposition 8.3, is equivalent to \( \det(\lambda I - A) = 0 \).

12. Let \( B = \lambda_j I + N \) be a “Jordan block,” as in (13.1). Assume \( B \in M(k, \mathbb{C}) \). Show that
\[
e^{tB} = e^{\lambda_j t} \sum_{\ell=0}^{k-1} \frac{t^\ell}{\ell!} N^\ell.
\]

13. If \( p(\lambda) = \lambda^n + a_{n-1}\lambda^{n-1} + \cdots + a_0 \), and if \( \lambda_j \) is a root of \( p(\lambda) \) of multiplicity \( k_j \), show that the \( n \)th order ODE introduced in Exercise 11 has solutions
\[
t^\ell e^{\lambda_j t}, \quad 0 \leq \ell \leq k_j - 1.
\]
Deduce that the Jordan normal form for the companion matrix \( A \) to \( p(\lambda) \), described in Exercise 11, has just one Jordan block of the form (13.1), and it is a \( k_j \times k_j \) matrix.

14. Establish the following converse to Proposition 25.1.

**Proposition 25.6.** Given \( A, B \in M(n, \mathbb{C}) \),
\[
e^{t(A+B)} = e^{tA}e^{tB} \quad \forall t \in \mathbb{R} \implies AB = BA.
\]

**Hint.** Apply \( d/dt \) to both sides and deduce that the hypothesis implies
\[
(A + B)e^{t(A+B)} = Ae^{tA}e^{tB} + e^{tA}Be^{tB}, \quad \forall t \in \mathbb{R}.
\]
Replacing \( e^{t(A+B)} \) by \( e^{tA}e^{tB} \) on the left, deduce that
\[
Be^{tA} = e^{tA}B, \quad \forall t \in \mathbb{R}.
\]
Apply \( d/dt \) again, and set \( t = 0 \).
The following result is known as the fundamental theorem of algebra. It played a crucial role in §6, to guarantee the existence of eigenvalues of a complex \( n \times n \) matrix.

**Theorem A.1.** If \( p(z) \) is a nonconstant polynomial (with complex coefficients), then \( p(z) \) must have a complex root.

**Proof.** We have, for some \( n \geq 1, \ a_n \neq 0, \)

\[
p(z) = a_n z^n + \cdots + a_1 z + a_0
\]

where

\[
|R(z)| \leq \frac{C}{|z|}, \quad \text{for } |z| \text{ large.}
\]

This implies

\[
\lim_{|z| \to \infty} |p(z)| = \infty.
\]

Picking \( R \in (0, \infty) \) such that

\[
\inf_{|z| \geq R} |p(z)| > |p(0)|,
\]

we deduce that

\[
\inf_{|z| \leq R} |p(z)| = \inf_{z \in \mathbb{C}} |p(z)|.
\]

Since \( D_R = \{ z : |z| \leq R \} \) is closed and bounded and \( p \) is continuous, there exists \( z_0 \in D_R \) such that

\[
|p(z_0)| = \inf_{z \in \mathbb{C}} |p(z)|.
\]

The theorem hence follows from:

**Lemma A.2.** If \( p(z) \) is a nonconstant polynomial and (A.5) holds, then \( p(z_0) = 0 \).

**Proof.** Suppose to the contrary that

\[
p(z_0) = a \neq 0.
\]

We can write

\[
p(z_0 + \zeta) = a + q(\zeta),
\]
where \( q(\zeta) \) is a (nonconstant) polynomial in \( \zeta \), satisfying \( q(0) = 0 \). Hence, for some \( k \geq 1 \) and \( b \neq 0 \), we have \( q(\zeta) = b\zeta^k + \cdots + b_n\zeta^n \), i.e.,

(A.8) \[ q(\zeta) = b\zeta^k + \zeta^{k+1}r(\zeta), \quad |r(\zeta)| \leq C, \quad \zeta \to 0, \]

so, with \( \zeta = \varepsilon \omega, \omega \in S^1 = \{ \omega : |\omega| = 1 \} \),

(A.9) \[ p(z_0 + \varepsilon \omega) = a + b\omega^k\varepsilon^k + (\varepsilon \omega)^{k+1}r(\varepsilon \omega), \quad \varepsilon \searrow 0. \]

Pick \( \omega \in S^1 \) such that

(A.10) \[ \frac{b}{b} |b| = -\frac{a}{|a|}, \]

which is possible since \( a \neq 0 \) and \( b \neq 0 \). Then

(A.11) \[ p(z_0 + \varepsilon \omega) = a \left(1 - \frac{|b|}{|a|} \varepsilon^k\right) + (\varepsilon \omega)^{k+1}r(\varepsilon \omega), \]

with \( r(\zeta) \) as in (A.8), which contradicts (A.5) for \( \varepsilon > 0 \) small enough. Thus (A.6) is impossible. This proves Lemma A.2, hence Theorem A.1.

Now that we have shown that \( p(z) \) in (A.1) must have one root, we can show it has \( n \) roots (counting multiplicity).

**Proposition A.3.** For a polynomial \( p(z) \) of degree \( n \), as in (A.1), there exist \( r_1, \ldots, r_n \in \mathbb{C} \) such that

(A.12) \[ p(z) = a_n(z - r_1) \cdots (z - r_n). \]

**Proof.** We have shown that \( p(z) \) has one root; call it \( r_1 \). Dividing \( p(z) \) by \( z - r_1 \), we have

(A.13) \[ p(z) = (z - r_1)\tilde{p}(z) + q, \]

where \( \tilde{p}(z) = a_nz^{n-1} + \cdots + \tilde{a}_0 \) and \( q \) is a polynomial of degree < 1, i.e., a constant. Setting \( z = r_1 \) in (A.13) yields \( q = 0 \), i.e.,

(A.14) \[ p(z) = (z - r_1)\tilde{p}(z). \]

Since \( \tilde{p}(z) \) is a polynomial of degree \( n - 1 \), the result (A.12) follows by induction on \( n \).

**Remark 1.** The numbers \( r_j, 1 \leq j \leq n \), in (A.12) are the roots of \( p(z) \). If \( k \) of them coincide (say with \( r_\ell \)), we say \( r_\ell \) is a root of multiplicity \( k \). If \( r_\ell \) is distinct from \( r_j \) for all \( j \neq \ell \), we say \( r_\ell \) is a simple root.

**Remark 2.** In complex analysis texts one can find proofs of the fundamental theorem of algebra that use more advanced techniques than the proof given above, and are shorter.
B. Further observations on row reduction and column reduction

In §5 we introduced row operations and column operations on an \( n \times n \) matrix, and examined their effect on determinants. Here we expand the scope to action on \( m \times n \) matrices and show how they help to exhibit null spaces and ranges.

Let \( A \in M(m \times n, \mathbb{F}) \) be as in (2.4),

\[
A = \begin{pmatrix}
a_{11} & \cdots & a_{1n} \\
\vdots & & \vdots \\
a_{m1} & \cdots & a_{mn}
\end{pmatrix}, \quad A : \mathbb{F}^n \to \mathbb{F}^m.
\]

Parallel to (5.45)–(5.47), we define the following row operations:

\[
\rho_\sigma, \mu_c, \varepsilon_{\mu\nu\gamma} : M(m \times n, \mathbb{F}) \to M(m \times n, \mathbb{F}),
\]

namely, for \( A = (a_{jk}) \), \( 1 \leq j \leq m, 1 \leq k \leq n \),

\[
\rho_\sigma(A) = (a_{\sigma(j)k}), \\
\mu_c(A) = (c_j^{-1}a_{jk}), \\
\varepsilon_{\mu\nu\gamma}(A) = (b_{jk}), \quad b_{\nu k} = a_{\nu k} - \gamma a_{\mu k}, \quad b_{jk} = a_{jk} \text{ for } j \neq \nu.
\]

Here \( c = (c_1, \ldots, c_m) \in \mathbb{F}^m \), each \( c_j \neq 0 \), \( \gamma \in \mathbb{F} \), and \( \sigma \) is a permutation of \( \{1, \ldots, m\} \). We define \( \varepsilon_{\mu\nu\gamma}(A) \) only for \( \mu \neq \nu \). In words, we say \( \rho_\sigma(A) \) is obtained by permuting the rows of \( A \), \( \mu_c(A) \) is obtained by multiplying the rows of \( A \) by various nonzero scalars, and, for \( \mu \neq \nu \), \( \varepsilon_{\mu\nu\gamma}(A) \) is obtained by adding to the \( \nu \)th row of \( A \) the scalar \(-\gamma\) times the \( \mu \)th row of \( A \).

As in (5.50), the operators in (B.3) are related to left multiplication by \( m \times m \) matrices \( P_\sigma, M_c, \) and \( E_{\mu\nu\gamma} \), defined by the following actions on the standard basis \( \{e_1, \ldots, e_m\} \) of \( \mathbb{F}^m \):

\[
P_\sigma e_j = e_{\sigma(j)}, \quad M_c e_j = c_j e_j,
\]

and

\[
E_{\mu\nu\gamma} e_\mu = e_\mu + \gamma e_\nu, \quad E_{\mu\nu\gamma} e_j = e_j \text{ for } j \neq \mu.
\]

Namely, we have

\[
P_\sigma \rho_\sigma(A), \quad M_c \mu_c(A), \quad E_{\mu\nu\gamma} \varepsilon_{\mu\nu\gamma}(A).
\]

If \( \tilde{A} \in M(m \times n, \mathbb{F}) \) is obtained from \( A \in M(m \times n, \mathbb{F}) \) by a sequence of operators of the form (B.3), we say that \( \tilde{A} \) is obtained from \( A \) by a sequence
of row operations. Since the $m \times m$ matrices $P_\sigma, M_c$, and $E_{\mu\nu\gamma}$ in (B.4)–(B.5) are all invertible, it follows that all the matrices in (B.3) have the same null space, $\mathcal{N}(A)$. This leads to the following.

**Proposition B.1.** Applying a sequence of row operations to an $m \times n$ matrix does not alter its null space.

We move to column operations. We find it convenient to apply column operations to a matrix $B \in M(n \times m, \mathbb{F})$:

(B.7) \[ B = \begin{pmatrix} b_{11} & \cdots & b_{1m} \\ \vdots & \ddots & \vdots \\ b_{n1} & \cdots & b_{nm} \end{pmatrix}, \quad B : \mathbb{F}^m \to \mathbb{F}^n. \]

Parallel to (B.2)–(B.3), we define the following column operations

(B.8) \[ \tilde{\rho}_\sigma, \tilde{\mu}_c, \tilde{\varepsilon}_{\mu\nu\gamma} : M(n \times m, \mathbb{F}) \to M(n \times m, \mathbb{F}), \]

namely, for $B = (b_{jk})$, $1 \leq j \leq n$, $1 \leq k \leq m$,

\[ \tilde{\rho}_\sigma(B) = (b_{j\sigma(k)}), \]
\[ \tilde{\mu}_c(B) = (c_k^{-1}b_{jk}), \]
\[ \tilde{\varepsilon}_{\mu\nu\gamma}(B) = (a_{jk}), \quad a_{j\nu} = b_{k\nu} - \gamma b_{k\mu}, \quad a_{jk} = b_{jk} \text{ for } k \neq \nu. \]

As in (B.3), $c = (c_1, \ldots, c_m)$, all $c_j \neq 0$, $\gamma \in \mathbb{F}$, and $\sigma$ is a permutation of \{1, \ldots, m\}. For $\tilde{\varepsilon}_{\mu\nu\gamma}(B)$, we require $\mu \neq \nu$. Again, in words, we say $\tilde{\rho}_\sigma(B)$ is obtained by permuting the columns of $B$, $\tilde{\mu}_c(B)$ is obtained by multiplying the columns of $B$ by various nonzero scalars, and $\tilde{\varepsilon}_{\mu\nu\gamma}(B)$ is obtained by adding to the $\nu$th column of $B$ the scalar $-\gamma$ times the $\mu$th column of $B$ (assuming $\mu \neq \nu$).

Relating (B.9) and (B.3), we have

(B.10) \[ \tilde{\rho}_\sigma(B) = \rho_\sigma(B^t)^t, \quad \tilde{\mu}_c(B) = \mu_c(B^t)^t, \quad \tilde{\varepsilon}_{\mu\nu\gamma}(B) = \varepsilon_{\mu\nu\gamma}(B^t)^t. \]

If $A = B^t$, applying the matrix transpose to the first identity in (B.6) gives

(B.11) \[ B = A^t = \rho_\sigma(B^t)^t P_\sigma = \tilde{\rho}_\sigma(B) P_\sigma^t. \]

We complete the analogues of (B.6) by

(B.12) \[ B = \tilde{\rho}_\sigma(B) P_\sigma^t, \quad B = \tilde{\mu}_c(B) M_c^t, \quad B = \tilde{\varepsilon}_{\mu\nu\gamma}(B) E_{\mu\nu\gamma}^t. \]

Of course, the $m \times m$ matrices $P_\sigma^t, M_c^t$, and $E_{\mu\nu\gamma}^t$ are also all invertible, so all the matrices in (B.9) have the same range, $\mathcal{R}(B)$. This leads to the following counterpart to Proposition B.1.
Proposition B.2. Applying a sequence of column operations to an $n \times m$ matrix does not alter its range.

Returning to row operations, we describe a sequence of row operations on a matrix $A \in M(m \times n, \mathbb{F})$ that can be called row reductions. To start, given such $A$, we aim to apply row operations to it to obtain a matrix with $1$ in the $(1, 1)$ slot and zeros in the rest of the first column, if possible (but only if possible). This can be done if and only if some row of $A$ has a nonzero first entry, or equivalently if and only if the first column is not identically zero. (If the first column is zero, skip along to the next step.) Say row $j$ has a nonzero first entry. If this does not hold for $j = 1$, switch row 1 and row $j$. (This is called a pivot.) Now divide (what is now) row 1 by its first entry, so now the first entry of row 1 is 1. Re-notate, so that, at this stage,

$$\tilde{A} = \begin{pmatrix} 1 & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m1} & a_{m2} & \cdots & a_{mn} \end{pmatrix}.$$  

Now, for $2 \leq j \leq m$, replace row $j$ by this row minus $a_{j1}$ times row 1. Again re-notate, so at this stage we have

$$\tilde{A} = \begin{pmatrix} 1 & a_{12} & \cdots & a_{1n} \\ 0 & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & a_{m2} & \cdots & a_{mn} \end{pmatrix},$$

unless the first column is 0. Note that the $a_{22}$ in (B.14) is typically different from the $a_{22}$ in (B.13).

To proceed, look at rows 2 through $m$. The first entry of each of these rows is now zero. If the second entry of each such row is 0, skip to the next step. On the other hand, if the second entry of the $j$th row is nonzero, (and $j$ is the smallest such index) proceed as follows. If $j > 2$, switch row 2 and row $j$ (this is also called a pivot). Now the second entry of row 2 is nonzero. Divide row 2 by this quantity, so now the second entry of row 2 is 1. Then, for each $j \neq 2$, replace row $j$, i.e., $(a_{j1}, \ldots, a_{jn})$, by that row minus $a_{j2}$ times row 2. At this stage, we have

$$\tilde{A} = \begin{pmatrix} 1 & 0 & \cdots & a_{1n} \\ 0 & 1 & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & a_{mn} \end{pmatrix}.$$ 

This assumes that the first column of the original $A$ was not 0 and the second column of the matrix $\tilde{A}$ in (B.14) (below the first entry) was not
zero. Otherwise, make the obvious adjustments. For example, if we achieve (B.14) but the second entry of the \( j \)th column in (B.14) is 0 for each \( j \geq 2 \), then, instead of (B.15), we have

\[
\begin{pmatrix}
1 & a_{12} & \cdots & a_{1n} \\
0 & 0 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_{mn}
\end{pmatrix}
\]  

(B.16)

Continue in this fashion. When done, the matrix \( \tilde{A} \), obtained from the original \( A \) in (B.1), is said to be in reduced row echelon form. The \( j \)th row of the final matrix \( \tilde{A} \) has a 1 as its first nonzero entry (if the row is not identically zero), and the position of the initial 1 moves to the right as \( j \) increases. Also, each such initial 1 occurs in a column with no other nonzero entries.

Here is an example of a sequence of row reductions.

\[
A = \begin{pmatrix}
1 & 2 & 0 & 1 \\
2 & 4 & 2 & 4 \\
1 & 2 & 1 & 2
\end{pmatrix}, \quad \tilde{A}_1 = \begin{pmatrix}
1 & 2 & 0 & 1 \\
0 & 0 & 2 & 2 \\
0 & 0 & 1 & 1
\end{pmatrix},
\]

(B.17)

\[
\tilde{A}_2 = \begin{pmatrix}
1 & 2 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

For this example, \( A : \mathbb{R}^4 \to \mathbb{R}^3 \). It is a special case of Proposition B.2 that the three matrices in (B.17) all have the same null space. Clearly \((x, y, z, w)^t \) belongs to \( N(\tilde{A}_2) \) if and only if

\[
x = -2y - w \quad \text{and} \quad z = -w.
\]

Thus we can pick \( y \) and \( w \) arbitrarily and determine \( x \) and \( z \) uniquely. It follows that \( \dim N(\tilde{A}_2) = 2 \). Picking, respectively, \( y = 1, w = 0 \) and \( y = 0, w = 1 \) gives

\[
\begin{pmatrix}
-2 \\
1 \\
0
\end{pmatrix}, \quad \begin{pmatrix}
-1 \\
0 \\
-1
\end{pmatrix}
\]  

(B.18)

as a basis of \( N(A) \), for \( A \) in (B.17).

More generally, suppose \( A \) is an \( m \times n \) matrix, as in (B.1), and suppose it has a reduced row echelon form \( \tilde{A} \). Of the \( m \) rows of \( \tilde{A} \), assume that \( \mu \) of them are nonzero, with 1 as the leading nonzero element, and assume that
$m - \mu$ of the rows of $\tilde{A}$ are zero. Hence the row rank of $\tilde{A}$ is $\mu$. It follows that the column rank of $\tilde{A}$ is also $\mu$, so $\mathcal{R}(\tilde{A})$ has dimension $\mu$. Consequently

(B.19) \[ \dim \mathcal{N}(\tilde{A}) = n - \mu, \]

so of course $\dim \mathcal{N}(A) = n - \mu$. To determine $\mathcal{N}(\tilde{A})$ explicitly, it is convenient to make the following construction. Permute the columns of $\tilde{A}$ to obtain

(B.20) \[ \tilde{B} = \tilde{\rho}_\sigma(\tilde{A}) = \begin{pmatrix} I & Y \\ 0 & 0 \end{pmatrix}, \]

where $I$ is the $\mu \times \mu$ identity matrix and $Y$ is a $\mu \times (n - \mu)$ matrix,

(B.21) \[ Y = \begin{pmatrix} y_{1,\mu+1} & \cdots & y_{1,n} \\ \vdots & \ddots & \vdots \\ y_{\mu,\mu+1} & \cdots & y_{\mu,n} \end{pmatrix}. \]

Since

(B.22) \[ \begin{pmatrix} I & Y \\ 0 & 0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} u + Yv \\ 0 \end{pmatrix}, \]

we see that an isomorphism of $\mathbb{F}^{n-\mu}$ with $\mathcal{N}(\tilde{B})$ is given by

(B.23) \[ Z : \mathbb{F}^{n-\mu} \xrightarrow{\sim} \mathcal{N}(\tilde{B}) \subset \mathbb{F}^n, \quad Zv = \begin{pmatrix} -Yv \\ v \end{pmatrix}. \]

Now, by (B.12),

(B.24) \[ \tilde{\rho}_\sigma(\tilde{A})P_\sigma^t = \tilde{A}, \]

so

(B.25) \[ \mathcal{N}(A) = \mathcal{N}(\tilde{A}) = (P_\sigma^t)^{-1}\mathcal{N}(\tilde{B}) = (P_\sigma^t)^{-1}Z(\mathbb{F}^{n-\mu}). \]

Note that each $P_\sigma$ is an orthogonal matrix, so

(B.26) \[ (P_\sigma^t)^{-1} = P_\sigma, \]

and we conclude that

(B.27) \[ P_\sigma Z : \mathbb{F}^{n-\mu} \xrightarrow{\sim} \mathcal{N}(A). \]
Note that, in the setting of (B.17), the construction in (B.20) becomes

\[ \widetilde{\mathbf{B}} = \begin{pmatrix} 1 & 0 & 2 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \text{so} \quad Y = \begin{pmatrix} 2 \\ 1 \end{pmatrix}. \]

The reader can check the essential equivalence of (B.27) and (B.18) in this case.

We move back to column operations, of the form (B.9), applied to \( \mathbf{B} \in M(n \times m, \mathbb{F}) \), as in (B.7). Recall from §2 that the range \( \mathcal{R}(\mathbf{B}) \) of \( \mathbf{B} : \mathbb{F}^m \to \mathbb{F}^n \) is the linear span of the columns of \( \mathbf{B} \). It is easy enough to verify directly that if \( \widetilde{\mathbf{B}} \) is obtained from \( \mathbf{B} \) by a sequence of column operations, then the columns of \( \widetilde{\mathbf{B}} \) have the same linear span as those of \( \mathbf{B} \), again verifying Proposition B.2. Here, we note that then a basis of \( \mathcal{R}(\mathbf{B}) \) is obtained from the columns in a reduced column echelon form of \( \mathbf{B} \). The notion of reduced column echelon form is parallel to that described above of reduced row echelon form. In fact, the two notions are equivalent under taking matrix transposes. That is, if \( \mathbf{B} \in M(n \times m, \mathbb{F}) \) has transpose \( \mathbf{A}^t \in M(m \times n, \mathbb{F}) \), then one passes from a reduced row echelon form \( \widetilde{\mathbf{A}} \) of \( \mathbf{A} \) to \( \widetilde{\mathbf{B}} = \mathbf{A}^t \), a reduced column echelon form of \( \mathbf{B} \). Since the nonzero rows of \( \widetilde{\mathbf{A}} \) are clearly linearly independent, so are the nonzero columns of \( \widetilde{\mathbf{B}} \), so these columns give a basis of \( \mathcal{R}(\mathbf{B}) \).

Here is an example, related to (B.17) by taking transposes:

\[
(B.28) \quad \mathbf{B} = \begin{pmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 0 & 2 & 1 \\ 1 & 4 & 2 \end{pmatrix}, \quad \widetilde{\mathbf{B}}_1 = \begin{pmatrix} 1 & 0 & 0 \\ 2 & 0 & 0 \\ 0 & 2 & 1 \\ 1 & 2 & 1 \end{pmatrix}, \quad \widetilde{\mathbf{B}}_2 = \begin{pmatrix} 1 & 0 & 0 \\ 2 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix}.
\]

Here, \( \widetilde{\mathbf{B}}_2 \) is a reduced column echelon form of \( \mathbf{B} \). We read off from \( \widetilde{\mathbf{B}}_2 \) that

\[
\mathcal{R}(\mathbf{B}) = \text{Span}\{ \begin{pmatrix} 1 \\ 2 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix} \}.
\]

We return once again to row operations, and describe the process of taking a matrix \( \mathbf{A} \in M(n, \mathbb{F}) \) and writing it as

\[
(B.30) \quad \mathbf{A} = \mathbf{L}\mathbf{U},
\]

where \( \mathbf{L} \in M(n, \mathbb{F}) \) is lower triangular and \( \mathbf{U} \in M(n, \mathbb{F}) \) is upper triangular. When this can be done, it is called an LU-factorization of \( \mathbf{A} \). Here is how
it goes. Assume \( a_{11} \neq 0 \). Then apply row operations of the form \( \varepsilon_{\mu \nu \gamma} \), with \( \nu = 1, \mu > 1, \gamma = a_{\mu 1}/a_{11} \), to clear out all the elements of the first column of \( A \) below \( a_{11} \). As in (B.6), we have \( A = E_{\mu 1 \gamma} \varepsilon_{\mu 1 \gamma} (A) \), and \( E_{\mu 1 \gamma} \) is lower triangular. Clearing out the first column this way gives \( A = L_1 A_1 \). We next require the 22-entry of \( A_1 \) to be nonzero, and apply an associated sequence of row operations of the form \( \varepsilon_{\nu 2 \gamma} \), with \( \nu > 2 \), to clear out all the entries of the second column below the second one. Now we have \( A = L_2 A_2 \). Proceed, ultimately obtaining (B.30), in most cases. We note that each such row operation (applied to \( A_j \)) leaves invariant not only \( \det A_j \), but also the determinant of each upper left \( m \times m \) block, for \( 1 \leq m \leq n \). Hence this method works to produce the LU-factorization in (B.30) as long as the determinant of each upper left \( m \times m \) block of \( A \) is nonzero, for each \( m \in \{1, \ldots, n\} \). Sometimes when this condition fails for \( A \), it can be restored by permuting the rows of \( A \). Then it holds for \( PA \), where \( P \) is a permutation matrix, and one has

(B.31) \[ PA = LU. \]

Obtaining this is called LU-factorization with partial pivoting. This can be achieved whenever \( A \) is invertible.

In §5 we discussed how row operations applied to \( A \in M(n, F) \) allow for convenient calculations of \( \det A \) and of \( A^{-1} \) (when \( A \) is invertible). The LU factorization (B.30), or more generally (B.31), also lead to relatively easy calculations of these objects. For one, \( \det L \) and \( \det U \) are simply the products of the diagonal entries of these matrices. Also, computing \( L^{-1} \) amounts to solving

(B.32) \[
\begin{pmatrix}
L_{11} & \cdots \\
\vdots & \ddots \\
L_{n1} & \cdots & L_{nn}
\end{pmatrix}
\begin{pmatrix}
v_1 \\
\vdots \\
v_n
\end{pmatrix} =
\begin{pmatrix}
w_1 \\
\vdots \\
w_n
\end{pmatrix},
\]

i.e., to solving

(B.33) \[
\begin{align*}
L_{11} v_1 &= w_1, \\
L_{21} v_1 + L_{22} v_2 &= w_2, \\
& \vdots \\
L_{n1} v_1 + \cdots + L_{nn} v_n &= w_n.
\end{align*}
\]

One takes \( v_1 = w_1/L_{11} \), plugs this into the second equation and solves for \( v_2 \), and proceeds iteratively. Inversion of \( U \) is done similarly.

Suppose \( A \in M(n, F) \) is invertible and has an LU-factorization, as in (B.30). We consider the extent to which such a factorization is unique. In fact,

(B.34) \[ A = L_1 U_1 = L_2 U_2 \]
implies

\[(B.35) \quad L_2^{-1}L_1 = U_2U_1^{-1}.\]

Now the left side of (B.35) is lower triangular and the right side is upper triangular. Hence both sides are diagonal. This leads to the following variant of (B.30):

\[(B.36) \quad A = L_0DU_0,\]

where $D$ is diagonal, $L_0$ is lower triangular, $U_0$ is upper triangular, and both $L_0$ and $U_0$ have only 1s on the diagonal. If $A$ is invertible and has the form (B.30), one easily writes $L = L_0D_l$ and $U = D_rU_0$, and achieves (B.36) with $D = D_lD_r$. Then an argument parallel to (B.34)–(B.35) shows that the factorization (B.36) is unique.

This uniqueness has further useful consequences. Suppose $A = (a_{jk}) \in M(n, \mathbb{F})$ is invertible and symmetric, i.e. $A = A^t$, or equivalently $a_{jk} = a_{kj}$, and $A$ has the form (B.36). Applying the transpose gives $A = A^t = U_0^tD_L^tL_0$, which is another factorization of the form (B.36). Uniqueness implies $L_0 = U_0^t$, so

\[(B.37) \quad A = A^t = L_0DL_0^t.\]

Similarly, suppose $A$ is invertible and self-adjoint, i.e., $A = A^*$, or $a_{jk} = \overline{a_{kj}}$ (see §10), and $A$ has the form (B.36). Taking the adjoint of (B.36) yields $A = A^* = U_0^*D_L^*L_0^*$, and now uniqueness implies $L_0 = U_0^*$ and $D = D^*$ (i.e., $D$ is real), so

\[(B.38) \quad A = A^* = L_0DL_0^*, \quad D \text{ real.}\]
C. Positive matrices and the Perron-Frobenius theorem

Let $A$ be a real $n \times n$ matrix, i.e.,

(C.1) \[ A = (a_{jk}) \in M(n, \mathbb{R}). \]

We say $A$ is positive if $a_{jk} \geq 0$ for each $j, k \in \{1, \ldots, n\}$. There is a circle of results about certain classes of positive matrices, known collectively as the Perron-Frobenius theorem, which we aim to treat here. We start with definitions of these various classes.

We say $A$ is strictly positive if $a_{jk} > 0$ for each such $j, k$. We say $A$ is primitive if some power $A^m$ is strictly positive. We say $A$ is irreducible if, for each $j, k \in \{1, \ldots, n\}$, there exists $m = m(j, k)$ such that the $(j, k)$ entry of $A^m$ is $> 0$. An equivalent condition for a positive $A$ to be irreducible is that

(C.2) \[ B = \sum_{k=1}^{\infty} \frac{1}{k!} A^k = e^A - I \]

is strictly positive. Clearly

(C.3) \[ A \text{ strictly positive } \Rightarrow A \text{ primitive } \Rightarrow A \text{ irreducible}. \]

An example of a positive matrix $A$ that is irreducible but not primitive is

(C.4) \[ A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \]

We will largely work under the hypothesis that $A$ is positive and irreducible.

Here is another perspective. With $v = (v_1, \ldots, v_n)^t$ denoting an element of $\mathbb{R}^n$, let

(C.5) \[ C_+^n = \{ v \in \mathbb{R}^n : v_j \geq 0, \ \forall j \}, \quad \mathring{C}_+^n = \{ v \in \mathbb{R}^n : v_j > 0, \ \forall j \}. \]

One verifies that, for $A \in M(n, \mathbb{R})$,

(C.6) \[ A \text{ positive } \iff A: C_+^n \to C_+^n. \]

Also, given $A$ positive

(C.7) \[ A \text{ irreducible } \implies A: C_+^n \setminus 0 \to C_+^n \setminus 0. \]

In fact,

(C.8) \[ B \text{ strictly positive } \implies B: C_+^n \setminus 0 \to \mathring{C}_+^n, \]

and if $B = e^A - I$, then $Av = 0 \Rightarrow Bv = 0$, so (C.7) follows from (C.8).

The first part of the Perron-Frobenius theorem is the following key result.

**Proposition C.1.** If $A \in M(n, \mathbb{R})$ is positive and satisfies the conclusion of (C.7), then there exist

(C.9) \[ \lambda > 0, \quad v \in C_+^n \setminus 0, \quad \text{such that } Av = \lambda v. \]
**Proof.** With $\langle \ , \rangle$ denoting the standard inner product on $\mathbb{R}^n$, let

\[(C.10) \quad \Sigma = \{ v \in C^n_+ : \langle 1, v \rangle = 1 \}, \quad 1 = \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}.\]

Thus $\Sigma$ is a compact, convex subset of $\mathbb{R}^n$. We define

\[(C.11) \quad \Phi : \Sigma \longrightarrow \Sigma \]

by

\[(C.12) \quad \Phi(v) = \frac{1}{\langle 1, Av \rangle} Av.\]

Note that the hypotheses that $A : \Sigma \rightarrow C^n_+ \setminus 0$ implies $\langle 1, Av \rangle > 0$ for $v \in \Sigma$. It follows that $\Phi$ in (C.11) is continuous. We can invoke the following result.

**Brouwer fixed point theorem.** If $\Sigma \subset \mathbb{R}^n$ is a compact, convex set and $\Phi : \Sigma \rightarrow \Sigma$ is a continuous map, then $\Phi$ has a fixed point, i.e., there exists $v \in \Sigma$ such that $\Phi(v) = v$.

A proof of this result is given in §12 of [T1]. In the setting of (C.11), we have a vector $v \in \Sigma$ such that

\[(C.13) \quad Av = \langle 1, Av \rangle v.\]

This proves Proposition C.1.

From here, we have:

**Proposition C.2.** If $A$ is positive and irreducible, and (C.9) holds, then each component of $v$ is $> 0$, so in fact $v \in C^n_+$.

**Proof.** If $Av = \lambda v$, then $Bv = (e^\lambda - 1)v$. Now (C.8) implies $Bv \in C^n_+$, so $v \in C^n_+$.

Clearly if $A$ is positive and irreducible, so is its transpose, $A^t$, so we have the following.

**Proposition C.3.** If $A$ is positive and irreducible, then there exist

\[(C.14) \quad w \in \overset{\circ}{C}_+^n \quad \text{and} \quad \mu > 0 \quad \text{such that} \quad A^t w = \mu w.\]

It is useful to have the following more precise result.
Proposition C.4. In the setting of Proposition C.3, given (C.9) and (C.14),

\[ \mu = \lambda. \]

Proof. We have

\[ \lambda \langle v, w \rangle = \langle Av, w \rangle = \langle v, A^t w \rangle = \mu \langle v, w \rangle. \]

Since \( v, w \in \mathbb{C}^n_+ \Rightarrow \langle v, w \rangle > 0 \), this forces \( \mu = \lambda \).

To proceed, let us replace \( A \) by \( \lambda^{-1}A \), which we relabel as \( A \), so (C.9) holds with \( \lambda = 1 \), and we have

\[ Av = v, \quad v = \begin{pmatrix} v_1 \\ \vdots \\ v_n \end{pmatrix}, \quad v_j > 0, \quad \forall j. \]

If we replace the standard basis \( \{e_1, \ldots, e_n\} \) of \( \mathbb{R}^n \) by \( \{f_1, \ldots, f_n\} \), with \( f_j = v_j e_j \), then, with respect to this new basis, \( A \) is a positive, irreducible matrix, and

\[ A1 = 1, \]

with \( 1 \) as in (C.10). A positive matrix \( A \) satisfying (C.18) is called a stochastic matrix.

To continue, (C.14)–(C.15) yield a vector \( p \) such that

\[ A^t p = p, \quad p = \begin{pmatrix} p_1 \\ \vdots \\ p_n \end{pmatrix}, \quad p_j > 0, \]

and we can normalize this eigenvector so that

\[ \sum_j p_j = 1. \]

In connection with this, let us note that

\[ \langle 1, A^t w \rangle = \langle A1, w \rangle = \langle 1, w \rangle, \]

so

\[ A^t : \Sigma \longrightarrow \Sigma, \]
with $\Sigma$ as in (C.10).

We now introduce two norms on $\mathbb{R}^n$:

$$(C.23) \quad \|v\|_\infty = \sup_j |v_j|, \quad \|v\|_1 = \sum_j |v_j|,$$

given $v = (v_1, \ldots, v_j)^t \in \mathbb{R}^n$. We see that if $A$ is a stochastic matrix, so (C.18) holds, then

$$(C.24) \quad \|A\|_\infty = 1, \quad \|A^t\|_1 = 1,$$

where $\|A\|_\infty$ is the operator norm of $A$ with respect to the norm $\|\|_\infty$ on $\mathbb{R}^n$, and $\|A^t\|_1$ is the operator norm of $A^t$ with respect to the norm $\|\|_1$ on $\mathbb{R}^n$. It follows that the spectral radii of $A$ and of $A^t$ are equal to 1.

Before stating the next result, we set up some notation. If $A$ is an irreducible stochastic matrix, and $p$ is as in (C.19)–(C.20), let $V \subset \mathbb{R}^n$ be the orthogonal complement of $p$:

$$(C.25) \quad V = \{v \in \mathbb{R}^n : \langle v, p \rangle = 0\}.$$

It follows that

$$(C.26) \quad \mathbb{R}^n = V \oplus \text{Span} \ 1, \quad A : V \rightarrow V.$$

**Proposition C.5.** Let $A \in M(n, \mathbb{R})$ be a strictly positive stochastic matrix. Then

$$(C.27) \quad \|A\|_V < 1.$$

**Proof.** This follows from the observation that if $A$ is strictly positive and its row sums are all 1, then

$$(C.28) \quad v \in \mathbb{R}^n, \quad v \notin \text{Span} \ 1 \Rightarrow \|Av\|_\infty < \|v\|_\infty.$$

Recalling how we modified a positive, irreducible matrix to obtain a stochastic matrix, we have the following.

**Corollary C.6.** Let $B \in M(n, \mathbb{R})$ be strictly positive, so $B$ has an eigenvalue $\lambda > 0$ with associated eigenvector $v_0 \in C^+_n$, and $B^t$ has a $\lambda$-eigenvector $w_0 \in C^+_n$. Let $V$ be the orthogonal complement of $w_0$, so

$$(C.29) \quad \mathbb{R}^n = V \oplus \text{Span} \ v_0 \quad \text{and} \quad B : V \rightarrow V.$$

Then

$$(C.30) \quad \beta \in \text{Spec} B|_V \Rightarrow |\beta| < \lambda.$$
Corollary C.7. In the setting of Corollary C.6, $\lambda$ is an eigenvalue of $B$ of algebraic multiplicity 1.

That is to say, the generalized eigenspace $\mathcal{GE}(B, \lambda)$ of $B$ associated to the eigenvalue $\lambda$ is 1-dimensional, spanned by $v_0$.

**Proposition C.8.** Let $A \in M(n, \mathbb{R})$ be an irreducible stochastic matrix. Then 1 is an eigenvalue of $A$ of algebraic multiplicity 1.

**Proof.** Form $B = e^A - I$, as in (C.2). Then $B$ is strictly positive, so Corollaries C.6–C.7 apply. Note that 1 is an eigenvector of $B$, with eigenvalue $e - 1$. Now each vector in the generalized eigenspace $\mathcal{GE}(A, 1)$ of $A$ is also in the generalized eigenspace $\mathcal{GE}(B, e - 1)$ of $B$. By Corollary C.7, this latter space is 1-dimensional.

To state the next result, we bring in the following notation. Given the direct sum decomposition (C.26), let $P$ denote the projection of $\mathbb{R}^n$ onto $\text{Span} \, 1$ that annihilates $V$.

**Proposition C.9.** Let $A \in M(n, \mathbb{R})$ be a stochastic matrix, and assume $A$ is primitive. Then, given $v \in \mathbb{R}^n$,

$$A^k v \longrightarrow P v, \quad \text{as} \quad k \to \infty. \quad \text{(C.31)}$$

**Proof.** The hypothesis implies that, for some $m \in \mathbb{N}$, $B = A^m$ is a strictly positive stochastic matrix. Proposition 5 applies, to give

$$\|B_V\|_{\infty} = \beta < 1, \quad B_V = B|_V. \quad \text{(C.32)}$$

Now, given $v \in \mathbb{R}^n$, $j \in \mathbb{N}$, $\ell \in \{0, \ldots, m - 1\}$,

$$A^{jm+\ell} = A^\ell A^{jm} v = A^\ell B_j v$$

$$= A^\ell (P v + B_j^\ell (I - P) v)$$

$$= P v + A^\ell B_j^\ell (I - P) v,$$

and

$$\|A^\ell B_j^\ell (I - P) v\|_{\infty} \leq \beta^j \| (I - P) v\|_{\infty} \quad \text{(C.34)}$$

This completes the proof.

**Note.** In the setting of Proposition C.9, we also have

$$A^k \longrightarrow P^t, \quad \text{as} \quad k \to \infty. \quad \text{(C.35)}$$
More precisely,

(C.36) \[(A^t)^{jm+\ell} = P^t + (A^t B^t_{\ell}(I - P))^t,\]

and

(C.37) \[\| (A^t B^t_{\ell}(I - P))^t \|_1 = \| A^t B^t_{\ell}(I - P) \|_\infty \leq \beta_j \| I - P \|_\infty.\]

Note also that \(P^t\) is the projection of \(\mathbb{R}^n\) onto \(\text{Span} \, \mathbf{p}\) that annihilates \(\{u \in \mathbb{R}^n : \langle u, 1 \rangle = 0\}\). We also have

(C.38) \[P = 1_p^t, \quad P^t = p 1^t.\]

The Perron-Frobenius theorem has a number of important applications, in particular to the study of Markov chains. For more on this, see [Se].
D. Rational matrices and algebraic numbers

Algebraic numbers are numbers that are roots of polynomials with rational coefficients. In other words, given \( a \in \mathbb{C} \), \( a \) is an algebraic number if and only if there exists a polynomial

\[
p(z) = z^n + a_{n-1}z^{n-1} + \cdots + a_1z + a_0, \quad a_j \in \mathbb{Q},
\]

such that

\[
p(a) = 0.
\]

Clearly numbers like \( 2^{1/2} \) and \( 3^{1/3} \) are algebraic numbers. It might not be so clear that \( 2^{1/2} + 3^{1/3} \) and \( (2^{1/2} + 3^{1/3})(5^{1/2} + 7^{1/3}) \) are. Such results are special cases of the following. (See Proposition 22.6 for another proof.)

**Theorem D.1.** If \( a, b \in \mathbb{C} \) are algebraic numbers, so are \( a + b \) and \( ab \). If also \( a \neq 0 \), then \( 1/a \) is an algebraic number.

Here we present a short proof of this, using some linear algebra. The following result is the first key.

**Proposition D.2.** Given \( a \in \mathbb{C} \), \( a \) is an algebraic number if and only if there exists \( A \in M(n, \mathbb{Q}) \) such that \( a \) is an eigenvalue of \( A \).

**Proof.** This proposition has two parts. For the first part, assume \( A \in M(n, \mathbb{Q}) \). The eigenvalues of \( A \) are roots of the characteristic polynomial

\[
p(z) = \det(zI - A).
\]

It is clear that such \( p(z) \) has the form (D.1), so by definition such roots are algebraic numbers.

For the converse, given that \( a \in \mathbb{C} \) is a root of \( p(z) \), as in (D.1), we can form the companion matrix,

\[
A = 
\begin{pmatrix}
0 & 1 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
-a_0 & -a_1 & \cdots & -a_{n-2} & -a_{n-1}
\end{pmatrix},
\]

as in (8.17), with 1s above the diagonal and the negatives of the coefficients \( a_0, \ldots, a_{n-1} \) along the bottom row. As shown in Proposition 8.3, if \( A \) is given by (D.4), and \( p(z) \) by (D.1), then (D.3) holds. Consequently, if \( a \in \mathbb{C} \) is a root of \( p(z) \), in (D.1), then \( a \) is an eigenvalue of the matrix \( A \) in (D.4), and such \( A \) belongs to \( M(n, \mathbb{Q}) \).
Returning to Theorem D.1, given algebraic numbers \(a\) and \(b\), pick \(A \in M(n, \mathbb{Q})\) such that \(a\) is an eigenvalue of \(A\) and \(B \in M(m, \mathbb{Q})\) such that \(b\) is an eigenvalue of \(B\). Consider

\[
A \otimes I_m + I_n \otimes B : \mathbb{C}^{mn} \rightarrow \mathbb{C}^{mn}.
\]

It follows from Proposition 20.2 that

\[
\text{Spec}(A \otimes I_m + I_n \otimes B) = \{ \alpha + \beta : \alpha \in \text{Spec } A, \beta \in \text{Spec } B \}.
\]

Thus

\[
a + b\text{ is an eigenvalue of } A \otimes I_m + I_n \otimes B \in M(mn, \mathbb{Q}),
\]

so \(a + b\) is an algebraic number.

Next, consider

\[
A \otimes B : \mathbb{C}^{mn} \rightarrow \mathbb{C}^{mn}.
\]

Proposition 20.2 also gives

\[
\text{Spec}(A \otimes B) = \{ \alpha \beta : \alpha \in \text{Spec } A, \beta \in \text{Spec } B \}.
\]

Thus

\[
ab\text{ is an eigenvalue of } A \otimes B \in M(mn, \mathbb{Q}),
\]

so \(ab\) is an algebraic number.

Finally, let \(a \neq 0\) be an algebraic number. Then \(a\) is a root of a polynomial of the form (D.1), and since \(a \neq 0\), we can assume \(a_0 \neq 0\) in (D.1). (Otherwise, factor out an appropriate power of \(z\).) Now the identity (D.3) for the companion matrix \(A\) in (D.4) implies

\[
\det A = (-1)^n p(0) = (-1)^n a_0 \neq 0,
\]

so \(A \in M(n, \mathbb{Q})\) in (D.4) is invertible. Formulas for \(A^{-1}\) from §5 yield

\[
A^{-1} \in M(n, \mathbb{Q}),
\]

and \(1/a\) is an eigenvalue of \(A^{-1}\). Hence \(1/a\) is an algebraic number, as asserted. This finishes the proof of Theorem D.1.

**Algebraic integers**

We complement these results with a discussion of algebraic integers. Given \(a \in \mathbb{C}\), \(a\) is an algebraic integer if and only if there is a polynomial

\[
p(z) = z^n + a_{n-1} z^{n-1} + \cdots + a_1 z + a_0, \quad a_j \in \mathbb{Z},
\]

such that \(p(a) = 0\). Parallel to Proposition D.2 we have
Proposition D.3. Given \( a \in \mathbb{C} \), \( a \) is an algebraic integer if and only if there exists \( A \in M(n, \mathbb{Z}) \) such that \( a \) is an eigenvalue of \( A \).

The proof of Proposition D.3 is closely parallel to that of Proposition D.2. From there, arguments similar to those proving Theorem D.1 give the following.

Theorem D.4. If \( a, b \in \mathbb{C} \) are algebraic integers, so are \( a + b \) and \( ab \).

In the terminology of §§22–23, the set \( \mathcal{A} \) of algebraic numbers is a field, and the set \( \mathcal{O} \) of algebraic integers is a ring.

Since \( \mathcal{O} \subset \mathcal{A} \), clearly the ring \( \mathcal{O} \) is an integral domain, and its quotient field is naturally contained in \( \mathcal{A} \). We claim that these fields are equal. In fact, we have the following more precise result.

Proposition D.5. Given \( x \in \mathcal{A} \), there exists \( k \in \mathbb{Z} \) such that \( kx \in \mathcal{O} \).

Proof. Say \( x \) satisfies \( p(x) = 0 \), with \( p \) as in (D.1). Take \( k \) to be the least common denominator of the fractions \( a_j \) appearing in (D.1). Then \( kx \in \mathcal{O} \).

It is important to know that most elements of \( \mathcal{A} \) are not algebraic integers. Here is one result along that line.

Proposition D.6. If \( x \) is both an algebraic integer and a rational number, then \( x \) is an integer. That is, \( x \in \mathcal{O} \cap \mathbb{Q} \Rightarrow x \in \mathbb{Z} \).

Proof. Say \( x \in \mathbb{Q} \) solves (D.13) but \( x \notin \mathbb{Z} \). We can write \( x = m/k \) and arrange that \( m \) and \( k \) be relatively prime. Now multiply (D.13) by \( k^n \), to get

\[
(D.14) \quad m^n + a_{n-1}m^{n-1}k + \cdots + a_1mk^{n-1} + a_0k^n = 0, \quad a_j \in \mathbb{Z}.
\]

It follows that \( k \) divides \( m^n \), so (since \( \mathbb{Z} \) is a UFD) \( m \) and \( k \) must have a common prime factor. This contradiction proves Proposition D.6.

We next aim for a substantial extension of Proposition D.6. To motivate the next circle of arguments, we mention a special case. Namely, we claim

\[
(D.15) \quad \alpha = \frac{1}{3} + \frac{2\sqrt{2}}{3}i \quad \text{is not an algebraic integer.}
\]

Note that \( \alpha \) is a complex number of absolute value 1, so

\[
(D.16) \quad \alpha = e^{i\theta}, \quad \theta = \cos^{-1} \frac{1}{3}.
\]
Now (D.15) implies that \( \alpha \) is not a root of unity, i.e., it does not satisfy \( z^n - 1 = 0 \) for any \( n \). Hence

\[
(D.17) \quad \cos^{-1} \frac{1}{3} \text{ is not a rational multiple of } \pi.
\]

We note that \( \cos^{-1}(1/3) \) is the angle between two faces of a regular tetrahedron in \( \mathbb{R}^3 \) at their common edge. This illustrates that a number of elementary geometric constructions give rise to angles that are not rational multiples of \( \pi \), a fact that is perhaps not much emphasized in basic geometry texts.

We proceed as follows. Given \( \alpha \in A \), consider

\[
(D.18) \quad I_\alpha = \{ p \in \mathbb{Q}[z] : p(\alpha) = 0 \}.
\]

This is an ideal, and since \( \mathbb{Q}[z] \) is a PID, we have \( I_\alpha = (q) \) with \( q \in I_\alpha \) of minimal positive degree, say \( q(z) = z^\ell + b_{\ell-1}z^{\ell-1} + \cdots + b_1z + b_0 \), with \( b_j \in \mathbb{Q} \). We can write each \( b_j \) as a quotient of integers in reduced form and multiply by the least common denominator, obtaining

\[
(D.19) \quad q_0(\alpha) = 0, \quad q_0(z) = c_\ell z^\ell + c_{\ell-1}z^{\ell-1} + \cdots + c_1z + c_0, \quad c_j \in \mathbb{Z}.
\]

In such a situation, the integers \( c_j, \quad 0 \leq j \leq \ell, \) have no common factors, other than \( \pm 1 \). A polynomial in \( \mathbb{Z}[z] \) having this property is said to be a primitive polynomial. The argument above shows that, for each \( \alpha \in A \), there is a primitive polynomial \( q_0 \in \mathbb{Z}[z] \) such that \( q_0 \) generates \( I_\alpha \) in \( \mathbb{Q}[z] \), and \( q_0 \) is uniquely determined up to a factor of \( \pm 1 \). We can uniquely specify it by demanding that \( c_\ell > 0 \). Let us write

\[
(D.20) \quad q_0(z) = \Pi_\alpha(z).
\]

For \( \alpha \) as in (D.15), we can compute \( \Pi_\alpha(z) \) as follows. Note that

\[
(D.21) \quad \left( z - (1 + 2\sqrt{2}i) \right) \left( z - (1 - 2\sqrt{2}i) \right)
\]

\[
= \left( (z - 1) + 2\sqrt{2}i \right) \left( (z - 1) - 2\sqrt{2}i \right)
\]

\[
= (z - 1)^2 + 8
\]

\[
= z^2 - 2z + 9.
\]

This polynomial has \( 3\alpha \) as a root, so \( z^2 - (2/3)z + 1 \) generates \( I_\alpha \) in \( \mathbb{Q}[z] \), and hence

\[
(D.22) \quad \alpha = \frac{1}{3} + \frac{2\sqrt{2}}{3}i \implies \Pi_\alpha(z) = 3z^2 - 2z + 3.
\]

The assertion (D.15) is hence a consequence of the following.
**Proposition D.7.** Given $\alpha \in A$, if $\Pi_\alpha(z)$ is not a monic polynomial (i.e., if its leading coefficient is $> 1$), then $\alpha \notin O$.

**Proof.** Assume $\alpha \in A$ and

$$\Pi_\alpha(z) = b_\ell z^\ell + \cdots + b_1 z + b_0, \quad b_j \in \mathbb{Z}, \quad b_\ell > 1.$$  

We want to contradict the possibility that $p(\alpha) = 0$ for some $p \in \mathbb{Z}[z]$ as in (D.13). Indeed, if $p(\alpha) = 0$, then $p \in I_\alpha$, so

$$\Pi_\alpha(z)q(z) = p(z), \quad \text{for some } q \in \mathbb{Q}[z].$$  

(Note that $\mathbb{Q}[z]$ is a PID, but $\mathbb{Z}[z]$ is not.) Now write the coefficients of $q(z)$ as rational numbers in lowest terms, and multiply (D.24) by the least common denominator of these coefficients, call it $M$, to get

$$\Pi_\alpha(z)q_0(z) = Mp(z), \quad q_0 = Mq \in \mathbb{Z}[z].$$

We see that $\Pi_\alpha(z)$ and $q_0(z)$ are primitive polynomials. The leading coefficient of both sides of (D.25) must be $M$, so, by (D.23), $M$ is an integer multiple of $b_\ell$. Thus $Mp(z)$ cannot be a primitive polynomial. This is a contradiction, in light of the following result, known as the *Gauss lemma*.

**Theorem D.8.** Given two elements of $\mathbb{Z}[z],$

$$p_0(z) = a_k z^k + \cdots + a_1 z + a_0, \quad a_j \in \mathbb{Z},$$  

$$q_0(z) = b_\ell z^\ell + \cdots + b_1 z + b_0, \quad b_j \in \mathbb{Z},$$

if $p_0$ and $q_0$ are both primitive polynomials, then the product $p_0q_0$ is also a primitive polynomial.

**Proof.** If $p_0q_0$ is not primitive, there is a prime $\gamma \in \mathbb{Z}$ that divides all of its coefficients. The natural projection

$$\mathbb{Z} \to \mathbb{Z}/(\gamma) = \mathbb{F}_\gamma$$

gives rise to a ring homomorphism

$$\chi : \mathbb{Z}[z] \to \mathbb{F}_\gamma[z],$$

and then

$$\chi(p_0)\chi(q_0) = \chi(p_0q_0) = 0 \quad \text{in } \mathbb{F}_\gamma[z],$$

while

$$\chi(p_0) \neq 0 \quad \text{and} \quad \chi(q_0) \neq 0 \quad \text{in } \mathbb{F}_\gamma[z].$$

However, we know that $\mathbb{F}_\gamma$ is a field, and this implies $\mathbb{F}_\gamma[z]$ is an integral domain, so (D.29)–(D.30) cannot both hold. This proves Theorem D.8.

**Remark.** The converse to Proposition D.7 is obvious, so we can restate the result as follows. Given $\alpha \in A$,

$$\alpha \in O \iff \Pi_\alpha(z) \text{ is a monic polynomial.}$$
E. Groups

In addition to fields and vector spaces, and more generally rings and modules, discussed in the body of the text, there have appeared objects with another algebraic structure, that of a group, which we briefly discuss in this appendix. By definition a group is a set $G$, endowed with an operation of multiplication; that is, given $a, b \in G$, then $ab$ is defined in $G$. The following laws have to hold, for all $a, b, c \in G$:

(E.1) Associated law: $(ab)c = a(bc)$,

(E.2) Identity element: $\exists e \in G, \ ea = ae = a$,

(E.3) Inverse: $\exists a^{-1} \in G, \ a^{-1}a = aa^{-1} = e$.

If, in addition, we have

(E.4) $ab = ba, \ \forall a, b \in G,$

we say $G$ is a commutative group (also called an Abelian group). We mention that inverses have to be unique. Indeed, if $a \in G$ has a left inverse $b$ and a right inverse $b'$, i.e., $ba = e, \ ab' = e$, then we have

(E.5) $b(ab') = be = b, \ \text{and} \ \ (ba)b' = eb' = b'$,

but the two left sides are equal, by (E.1), so $b = b'$. The reader can also verify that if $e$ and $e' \in G$ both satisfy (E.2), then $e = e'$ (consider $ee'$).

A master source of groups arises as follows. Let $X$ be a set, and let $\Pi(X)$ denote the set of all maps

(E.6) $\varphi : X \rightarrow X$ that are ont-to-one and onto.

We define the group operation by composition: $\varphi\psi(x) = \varphi(\psi(x))$. Then (E.1)–(E.3) hold, with $e \in \Pi(X)$ the identity map, $e(x) \equiv x$, and $\varphi^{-1}$ the mapping inverse to $\varphi$. When $X = \{1, \ldots, n\}$, this group is the permutation group $S_n$, introduced in (5.18). Also one calls $S_n$ the symmetric group on $n$ symbols.

If $H$ is a subset of $\Pi(X)$ having the property that

(E.7) $e \in H, \ \text{and} \ a, b \in H \Rightarrow a^{-1}, ab \in H,$

then $H$ is a group. More generally, if $G$ is a group and $H \subset G$ satisfies (E.7), then $H$ is a group. We say $H$ is a subgroup of $G$. 
A number of special sets of matrices arising in the text are groups. These include

\[ \text{E.8} \quad \text{GL}(n, \mathbb{F}) \]

the group of invertible \( n \times n \) matrices (with coefficients in \( \mathbb{F} \)), introduced near the end of §5, the subgroups

\[ \text{E.9} \quad U(n), \quad SU(n) \]

of \( \text{GL}(n, \mathbb{C}) \), and the subgroups

\[ \text{E.10} \quad O(n), \quad SO(n) \]

of \( \text{GL}(n, \mathbb{R}) \), introduced in §12. When \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \), \( \text{GL}(n, \mathbb{F}) \) is an open subset of the vector space \( M(n, \mathbb{F}) \), and the group operations of multiplication, \( \text{GL}(n, \mathbb{F}) \times \text{GL}(n, \mathbb{F}) \to \text{GL}(n, \mathbb{F}) \) and inverse \( \text{GL}(n, \mathbb{F}) \to \text{GL}(n, \mathbb{F}) \) can be seen to be smooth maps. The groups (E.9)–(E.10) are smooth surfaces in \( M(n, \mathbb{C}) \), and \( M(n, \mathbb{R}) \), respectively, and the group operations are also smooth. Groups with such structure are called Lie groups. For this, methods of multidimensional calculus are available to produce a rich theory. One can consult [T2] for material on this.

Most of the groups listed above are not commutative. If \( n \geq 3 \), \( S_n \) is not commutative. If \( n \geq 2 \), none of the groups listed in (E.8)–(E.10) are commutative, except \( SO(2) \). The case \( n = 1 \) of (E.8) is also denoted

\[ \text{E.11} \quad \mathbb{F}^* = \{ a \in \mathbb{F} : a \neq 0 \} \]

For any field \( \mathbb{F} \), \( \mathbb{F}^* \) is a commutative group. Whenever \( \mathcal{R} \) is a ring with unit,

\[ \text{E.12} \quad \mathcal{R}^* = \{ a \in \mathcal{R} : a \text{ is invertible} \} \]

is a group (typically not commutative, if \( \mathcal{R} \) is not a commutative ring). When \( \mathcal{R} = M(n, \mathbb{F}) \), \( \mathcal{R}^* \) becomes (E.8).

When \( G \) is commutative, one sometimes (but not always) wants to write the group operation as \( a + b \), rather than \( ab \). Then we call \( G \) a commutative additive group. This concept was introduced in §22, and we recall that fields, and more generally rings, are commutative additive groups, endowed with an additional multiplicative structure.

If \( G \) and \( K \) are groups, a map \( \varphi : G \to K \) is called a (group) homomorphism provided it preserves the group operations, i.e.,

\[ \text{E.13} \quad a, b \in G \implies \varphi(ab) = \varphi(a) \varphi(b). \quad \varphi(e) = e', \]
where \( e' \) is the identity element of \( K \). The second condition is actually redundant, since \( \varphi(e) = \varphi(e \cdot e) = \varphi(e) \varphi(e) \) forces \( \varphi(e) = e' \). Note that \( \varphi(a^{-1}) = \varphi(a)^{-1} \), since \( \varphi(a) \varphi(a^{-1}) = \varphi(aa^{-1}) = \varphi(e) \). Examples of group homomorphisms include

\[
(E.14) \quad \det : \text{Gl}(n, \mathbb{F}) \longrightarrow \mathbb{F}^*,
\]

arising from Proposition 5.1, thanks to Propositions 5.3 and 5.6, and

\[
(E.15) \quad \text{sgn} : S_n \longrightarrow \{1, -1\},
\]

introduced in (5.21), thanks to (5.22)–(5.26).

A group homomorphism \( \varphi : G \rightarrow K \) yields a special subgroup of \( G \),

\[
(E.16) \quad \text{Ker} \varphi = \{ a \in G : \varphi(a) = e \}.
\]

In such a case, Ker \( \varphi \) has the property of being a normal subgroup of \( G \), where a subgroup \( H \) of \( G \) is said to be a normal subgroup provided

\[
(E.17) \quad h \in H, \ g \in G \implies g^{-1}hg \in H.
\]

In the cases (E.14) and (E.15), these subgroups are

\[
(E.18) \quad \text{Sl}(n, \mathbb{F}) = \{ A \in \text{Gl}(n, \mathbb{F}) : \det A = 1 \}, \quad \text{and} \quad A_n = \{ \tau \in S_n : \text{sgn} \tau = 1 \}.
\]

The group \( A_n \) is called the alternating group.

A group homomorphism

\[
(E.19) \quad \varphi : G \longrightarrow \text{Gl}(n, \mathbb{F})
\]

is called a representation of \( G \) on the vector space \( \mathbb{F}^n \). More generally (formally, if not substantially) if \( V \) is an \( n \)-dimensional vector space over \( \mathbb{F} \), we denote by \( \text{Gl}(V) \) the group of invertible linear transformations on \( V \), and call a homomorphism

\[
(E.20) \quad \varphi : G \longrightarrow \text{Gl}(V)
\]

a representation of \( G \) on \( V \). One way these representations arise is as follows. Suppose \( X \) is a set, with \( n \) elements, and \( G \) acts on \( X \), i.e., there is a group homomorphism \( G \rightarrow \Pi(X) \). Let \( V \) be the space of all functions \( f : X \rightarrow \mathbb{F} \), which is an \( n \)-dimensional vector space over \( \mathbb{F} \). Then we define a representation \( \pi \) of \( G \) on \( V \) by

\[
(E.21) \quad \pi(a)f(x) = f(a^{-1}x), \quad a \in G, \ x \in X, \ f : X \rightarrow \mathbb{F}.
\]
The study of representations of groups provides fertile ground for use of linear algebra. We whet the reader’s appetite with one example. If $\varphi$ and $\psi$ are representations of $G$ on finite dimensional vector spaces $V$ and $W$, respectively, there is a tensor product representation $\varphi \otimes \psi$ of $G$ on $V \otimes W$, satisfying

(E.22) $\varphi \otimes \psi(g)(v \otimes w) = \varphi(g)v \otimes \psi(g)w, \quad g \in G, \ v \in V, \ w \in W.$

For further material on group representations, we refer to [T2], [Si], and Chapter 18 of [L0].

If $G$ is a group and $H \subset G$ a subgroup, we define the coset space $G/H$ as follows. An element of $G/H$ consists of an equivalence class of elements of $G$, with equivalence relation

(E.23) $g \sim g' \iff g' = gh$ for some $h \in H$.

Equivalently, an element of $G/H$ is a subset of $G$ of the form

(E.24) $gH = \{gh : h \in H\},$

for some $g \in G$. Note that $gH = g'H$ if and only if (E.23) holds. There is a natural action of $G$ on the space $X = G/H$, namely

(E.25) $g \cdot (g'H) = gg'H.$

We see that this action is transitive, where generally the action of $G$ on a set $X$ is transitive if and only if

(E.26) $\forall x, x' \in X, \ gx = x'$ for some $g \in G$.

The coset space $G/H$ gets a group structure provided $H$ is normal, i.e., provided (E.17) holds. Then we can define

(E.27) $(gH)(g'H) = gg'H,$

and use (E.17) to show that this puts a well defined group structure on $G/H$. In such a case, we get a group homomorphism

(E.28) $\pi : G \longrightarrow G/H, \quad \pi(g) = gH,$

and

(E.29) $\ker \pi = H.$
Let us look further at transitive group actions. Whenever a group $G$ acts transitively on $X$, we can fix $p \in X$ and set
\[
(E.30) \quad H = \{ g \in G : g \cdot p = p \}.
\]
Then $H$ is a subgroup of $G$, and the map
\[
(E.31) \quad F : G/H \to X, \quad F(gH) = g \cdot p,
\]
is well defined, one-to-one, and onto. As an example of this, take
\[
(E.32) \quad G = SO(n), \quad X = S^{n-1}, \quad p = e_n,
\]
where $S^{n-1} = \{ x \in \mathbb{R}^n : |x| = 1 \}$ is the unit sphere and $e_n$ is the $n$th standard basis vector in $\mathbb{R}^n$. The group $SO(n)$ acts transitively on $S^{n-1}$, and one can show that the set of elements of $SO(n)$ that fix $e_n$ consists of those matrices
\[
\begin{pmatrix}
    h \\
    1
\end{pmatrix}, \quad h \in SO(n-1).
\]

As another example, take
\[
(E.33) \quad G = S_n, \quad X = \{1, \ldots, n\}, \quad p = n.
\]
Then the set of elements of $S_n$ that fix $p$ consists of permutations of $\{1, \ldots, n-1\}$, and we get a subgroup $H \cong S_{n-1}$. For other transitive actions of $S_n$, one can fix $k \in \mathbb{N}, \ 1 < k < n$, and consider
\[
(E.34) \quad X_{k,n} = \text{collection of all subsets of } \{1, \ldots, n\} \text{ with } k \text{ elements.}
\]
Then $S_n$ naturally acts on each set $X_{k,n}$, and each such action is transitive. Note that the number of elements of $X_{k,n}$ is given by the binomial coefficient
\[
(E.35) \quad \binom{n}{k} = \frac{n!}{k!(n-k)!}.
\]
The procedure (E.27) gives a representation of $S_n$ on $\mathbb{R}^{\binom{n}{2}}$. In such a case, if $p = \{1, \ldots, k\}$, a permutation $\tau \in S_n$ fixes $p$ under this action if and only if $\tau$ acts as a permutation on $\{1, \ldots k\}$ and as a permutation on $\{k+1, \ldots, n\}$. Thus the subgroup $H$ of $S_n$ fixing such $p$ satisfies
\[
(E.36) \quad H \cong S_k \times S_{n-k},
\]
where, if $H_1$ and $H_2$ are groups, $H_1 \times H_2$ consists of pairs $(h_1, h_2), h_j \in H_j$, with group law $(h_1, h_2) \cdot (h'_1, h'_2) = (h_1 h'_1, h_2 h'_2)$.
Groups we have discussed above fall into two categories. One consists of groups such as those listed in (E.8)-(E.10), called Lie groups. Another consists of finite groups, i.e., groups with a finite number of elements. We end this appendix with some comments on finite groups, centered around the notion of order. If $G$ is a finite group, set $o(G)$ equal to the number of elements of $G$. More generally, if $X$ is a finite set, set

(E.37) \[ o(X) = \text{number of elements of } X. \]

In the group setting we have, for example,

(E.38) \[ o(S_n) = n!, \quad o(\mathbb{Z}/(n)) = n, \quad G = (\mathbb{Z}/(p))^\times \Rightarrow o(G) = p - 1, \]

where in the second case $\mathbb{Z}/(n)$ is an additive commutative group, and the third case is a special case of (E.11). The following is a simple but powerful classical observation.

Let $G$ be a finite group and $H$ a subgroup. The description of $G/H$ given above shows that $G$ is partitioned into $o(G/H)$ cosets $gH$, and each coset has $o(H)$ elements. Hence

(E.39) \[ o(G) = o(H) \cdot o(G/H). \]

In particular,

(E.40) \[ H \text{ subgroup of } G \implies o(H) \text{ divides } o(G). \]

This innocent-looking observation has lots of interesting consequences.

For example, given $g \in G$, $g \neq e$, let

(E.41) \[ \Gamma(g) = \{g^k : k \in \mathbb{Z}\} \]

be the subgroup of $G$ generated by $g$. Since $G$ is finite, so is $\Gamma(g)$, so there exist $k, \ell \in \mathbb{Z}$ such that $g^k = g^\ell$, hence there exists $j = k - \ell \in \mathbb{Z}$ such that $g_j = e$. It is clear that the set of such $j$ is a subgroup of $\mathbb{Z}$ (hence an ideal in $\mathbb{Z}$), so it is generated by its smallest positive element, call it $\gamma$. Then

(E.42) \[ \Gamma(g) = \{e, g, \ldots, g^{\gamma - 1}\}, \quad \text{so } o(\Gamma(g)) = \gamma, \quad \text{and } g^\gamma = e. \]

It follows that $g^{j\gamma} = e$ for all $j \in \mathbb{Z}$. By (E.40), $\gamma$ divides $o(G)$. This proves the following.

**Proposition E.1.** If $G$ is a finite group and $g \in G$, then

(E.43) \[ k = o(G) \implies g^k = e. \]
An interesting corollary of this result arises for
\[ (E.44) \quad G = (\mathbb{Z}/(p))^*, \quad o(G) = p - 1. \]
Then Proposition E.1 implies that
\[ (E.45) \quad a^{p-1} = 1 \mod p, \]
when \( p \) is a prime and \( a \neq 0 \mod p \). See Exercise 3 of §22 (addressing (22.27)) for an application of this result. More generally, one can consider
\[ (E.46) \quad G = (\mathbb{Z}/(n))^*, \]
whose elements consist of (equivalence classes mod \( n \) of) integers \( k \) such that \( \gcd(k, n) = 1 \). Applying Proposition E.1 to (E.46) yields a generalization of (E.45), whose formulation we leave to the reader.

The identity (E.45) also plays an important role in a certain type of “public key encryption.” We end this appendix with a brief description of how this works, filling in the mathematical details of a nontechnical discussion given in Chapter 9 of [Mc]. The ingredients consist of the following

A. Secret data: \( p, q \) (distinct large primes) \( \beta \in \mathbb{N} \).

B. Public data: \( pq, \alpha \in \mathbb{N} \) (the “key”).

C. Message: \( a \in \{1, \ldots, pq\} \).

D. Encrypted message: \( b = a^\alpha \mod pq \).

E. Decrypted message: \( b^\beta = a \mod pq \).

The secret number \( \beta \) has the crucial property that
\[ (E.47) \quad \alpha \beta = 1 \mod (p - 1)(q - 1). \]
The identity of \( \beta \) could be deduced easily from knowledge of \( p, q \) and \( \alpha \), but not so easily from the knowledge merely of \( pq \) and \( \alpha \) (assuming that it is hard to factor \( pq \)).

Here is how a person who knows the public data encrypts a message and sends it to a recipient who knows the secret data. Let us say Bill knows the secret data and lots of people know the public data. Joe wants to send a message (digitized as \( a \)) to Bill. Joe knows the public data. (So do members
of the Nosy Snoopers Association.) Joe takes the message $a$ and uses the public data to produce the encrypted message $b$. Then Joe sends the message $b$ to Bill. There is a serious possibility that nosy snoopers will intercept this encrypted message.

Bill uses the secret data to convert $b$ to $a$, thus decrypting the secret message. To accomplish this decryption, Bill makes use of the secret number $\beta$, which is not known to Joe, nor to the nosy snoopers (unless they are capable of factoring the number $pq$ into its prime factors). As indicated above, Bill computes $b^\beta \mod pq$, and, so we assert, this produces the original message.

The mathematical result behind how this works is the following.

**Theorem E.2.** Let $p$ and $q$ be distinct primes. Assume that $\alpha$ and $\beta$ are two positive integers satisfying (E.47). Then

\[(E.48) \quad a^{\alpha \beta} = a \mod pq, \quad \forall a \in \mathbb{Z}.\]

The key step in the proof is the following.

**Lemma E.3.** In the setting of Theorem E.2,

\[(E.49) \quad a^{(p-1)(q-1)}a = a \mod pq.\]

**Proof.** As in (E.45), we have

\[(E.50) \quad a^{p-1} = 1 \mod p, \quad \text{if } a \neq 0 \mod p,\]

so

\[(E.51) \quad a^{(p-1)(q-1)} = 1 \mod p, \quad \text{if } a \neq 0 \mod p.\]

Thus

\[(E.52) \quad a^{(p-1)(q-1)}a = a \mod p, \quad \forall a \in \mathbb{Z},\]

since this holds trivially if $a = 0 \mod p$, and otherwise follows from (E.51). Similarly

\[(E.53) \quad a^{(p-1)(q-1)}a = a \mod q,\]

and together (E.52) and (E.53) imply (E.49).

Having (E.49), we can multiply repeatedly by $a^{(p-1)(q-1)}$, and obtain

\[(E.54) \quad a^{m(p-1)(q-1)+1} = a \mod pq, \quad \forall a \in \mathbb{Z},\]
whenever \( m \) is a positive integer. This yields (E.48), proving Theorem E.2.

The success of this as an encryption device rests on the observation that, while the task of producing \( k \)-digit primes \( p \) and \( q \) (say with the initial \( k/2 \) digits arbitrarily specified) increases in complexity with \( k \), the difficulty of the task of factoring the product \( pq \) of two such into its prime factors increases much faster with \( k \). (Warning: this is an observation, not a theorem.) Anyway, for this scheme to work, one wants \( p \) and \( q \) to be fairly large (say with 100 digits), and hence \( \alpha \) and \( \beta \) need to be fairly large. Hence one needs to take \( a \) (having numerous digits) and raise it, mod \( n = pq \), to quite a high power. This task is not as daunting as it might first appear. Indeed, to compute \( a^\ell \mod n \) with \( \ell = 2^k \), one just needs to square \( a \mod n \) and do this squaring \( k \) times. For more general \( \ell \in \mathbb{N} \), take its dyadic expansion \( \ell = 2^i + 2^j + \cdots + 2^k \) and follow your nose.

To be sure, producing such primes \( p \) and \( q \) as described above requires some effort. The interested reader can look up items like “primality testing” on such sources as Wikipedia or Google.

We sign off here, and refer the reader to Chapter 1 of [L0] and Chapter 6 of [BM] for further material on finite groups.
F. Quaternions and matrices of quaternions

The space \( \mathbb{H} \) of quaternions is a four-dimensional real vector space, identified with \( \mathbb{R}^4 \), with basis elements 1, \( i, j, k \), the element 1 identified with the real number 1. Elements of \( \mathbb{H} \) are represented as follows:

\[
\xi = a + bi + cj + dk,
\]
with \( a, b, c, d \in \mathbb{R} \). We call \( a \) the real part of \( \xi \) (\( a = \text{Re} \xi \)) and \( bi + cj + dk \) the vector part. We also have a multiplication on \( \mathbb{H} \), an \( \mathbb{R} \)-bilinear map \( \mathbb{H} \times \mathbb{H} \to \mathbb{H} \), such that \( 1 \cdot \xi = \xi \cdot 1 = \xi \), and otherwise governed by the rules

\[
ij = k = -ji, \quad jk = i = -kj, \quad ki = j = -ik,
\]

and

\[
i^2 = j^2 = k^2 = -1.
\]

Otherwise stated, if we write

\[
\xi = a + u, \quad a \in \mathbb{R}, \quad u \in \mathbb{R}^3,
\]
and similarly write \( \eta = b + v, \ b \in \mathbb{R}, \ v \in \mathbb{R}^3 \), the product is given by

\[
\xi \eta = (a + u)(b + v) = (ab - u \cdot v) + av + bu + u \times v.
\]

Here \( u \cdot v \) is the dot product in \( \mathbb{R}^3 \), and \( u \times v \) is the cross product, introduced in Exercises 5–11 of §12. The quantity \( ab - u \cdot v \) is the real part of \( \xi \eta \) and \( av + bu + u \times v \) is the vector part. Note that

\[
\xi \eta - \eta \xi = 2u \times v.
\]

It is useful to take note of the following symmetries of \( \mathbb{H} \).

**Proposition F.1.** Let \( K : \mathbb{H} \to \mathbb{H} \) be an \( \mathbb{R} \)-linear transformation such that \( K1 = 1 \) and \( K \) cyclically permutes \( i, j, k \) (e.g., \( Ki = j \), \( Kj = k \), \( Kk = i \)). Then \( K \) preserves the product in \( \mathbb{H} \), i.e.,

\[
K(\xi \eta) = K(\xi)K(\eta), \quad \forall \xi, \eta \in \mathbb{H}.
\]

We say \( K \) is an automorphism of \( \mathbb{H} \).

**Proof.** This is straightforward from the multiplication rules (F.2)–(F.3).

We move on to the following basic result.
Proposition F.2. Multiplication in $\mathbb{H}$ is associative, i.e.,

\[(F.7)\quad \zeta(\xi\eta) = (\zeta\xi)\eta, \quad \forall \zeta, \xi, \eta \in \mathbb{H}.\]

Proof. Given the $\mathbb{R}$-bilinearity of the product, it suffices to check $(F.7)$ when each $\zeta, \xi,$ and $\eta$ is either 1, $i$, $j$, or $k$. Since 1 is the multiplicative unit, the result $(F.7)$ is easy when any factor is 1. Furthermore, one can use Proposition F.1 to reduce the possibilities further; for example, one can take $\zeta = i$. We leave the final details to the reader.

Remark. In the case that $\xi = u, \eta = v,$ and $\zeta = w$ are purely vectorial, we have

\[(F.8)\quad w(uv) = w(-u \cdot v + u \times v) = -(u \cdot v)w - w \cdot (u \times v) + w \times (u \times v),\]
\[(wu)v = -(w \cdot u + w \times u)v = -(w \cdot u)v - (w \times u) \cdot v + (w \times u) \times v.\]

Then the identity of the two left sides is equivalent to the pair of identities

\[(F.9)\quad w \cdot (u \times v) = (w \times u) \cdot v,\]
\[(F.10)\quad w \times (u \times v) - (w \times u) \times v = (w \cdot u)v - (u \cdot v)w.\]

Compare $(F.9)$ with Exercise 11 of §12. As for $(F.10)$, it also follows from the pair of identities

\[(F.11)\quad w \times (u \times v) - (w \times u) \times v = (v \times w) \times u,\]

and

\[(F.12)\quad (v \times w) \times u = (w \cdot u)v - (u \cdot v)w,\]

for which see Exercises 9–10 of §12.

In addition to the product, we also have a conjugation operation on $\mathbb{H}$:

\[(F.13)\quad \bar{\zeta} = a - bi - cj - dk = a - u.\]

A calculation gives

\[(F.14)\quad \xi\bar{\eta} = (ab + u \cdot v) - av + bu - u \times v.\]

In particular,

\[(F.15)\quad \text{Re}(\xi\bar{\eta}) = \text{Re}(\bar{\eta}\xi) = (\xi, \eta),\]
the right side denoting the Euclidean inner product on $\mathbb{R}^4$. Setting $\eta = \xi$ in (F.14) gives

(F.16) \[ \xi \bar{\xi} = |\xi|^2, \]

the Euclidean square-norm of $\xi$. In particular, whenever $\xi \in \mathbb{H}$ is nonzero, it has a multiplicative inverse,

(F.17) \[ \xi^{-1} = |\xi|^{-2} \bar{\xi}. \]

We say a ring $\mathcal{R}$ with unit 1 is a division ring if each nonzero $\xi \in \mathcal{R}$ has a multiplicative inverse. It follows from (F.17) that $\mathbb{H}$ is a division ring. It is not a field, since multiplication in $\mathbb{H}$ is not commutative. Sometimes $\mathbb{H}$ is called a “noncommutative field.”

To continue with products and conjugation, a routine calculation gives

(F.18) \[ \bar{\xi \eta} = \bar{\eta} \bar{\xi}. \]

Hence, via the associative law,

(F.19) \[ |\xi \eta|^2 = (\xi \eta)(\bar{\xi \eta}) = \xi \eta \bar{\xi} \bar{\eta} = |\eta|^2 |\xi|^2 = |\xi|^2 |\eta|^2, \]

or

(F.20) \[ |\xi \eta| = |\xi| |\eta|. \]

Note that $\mathbb{C} = \{a + bi : a, b \in \mathbb{R}\}$ sits in $\mathbb{H}$ as a commutative subring, for which the properties (F.16) and (F.20) are familiar.

Let us examine (F.20) when $\xi = u$ and $\eta = v$ are purely vectorial. We have

(F.21) \[ uv = -u \cdot v + u \times v. \]

Hence, directly,

(F.22) \[ |uv|^2 = (u \cdot v)^2 + |u \times v|^2, \]

while (F.20) implies

(F.23) \[ |uv|^2 = |u|^2 |v|^2. \]

As seen in Exercise 1 of §12, if $\theta$ is the angle between $u$ and $v$ in $\mathbb{R}^3$,

\[ u \cdot v = |u| |v| \cos \theta. \]
Hence (F.22) implies

\[(F.24) \quad |u \times v|^2 = |u|^2 |v|^2 \sin^2 \theta.\]

Compare Exercise 7 of §12.

We next consider the set of unit quaternions:

\[(F.25) \quad Sp(1) = \{ \xi \in \mathbb{H} : |\xi| = 1 \}.\]

Using (F.17) and (F.20), we see that $Sp(1)$ is a group under multiplication. It sits in $\mathbb{R}^4$ as the unit sphere $S^3$. We compare $Sp(1)$ with the group $SU(2)$, consisting of $2 \times 2$ complex matrices of the form

\[(F.26) \quad U = \begin{pmatrix} \xi & -\bar{\eta} \\ \eta & \bar{\xi} \end{pmatrix}, \quad \xi, \eta \in \mathbb{C}, \quad |\xi|^2 + |\eta|^2 = 1.\]

The group $SU(2)$ is also in natural one-to-one correspondence with $S^3$. Furthermore, we have:

**Proposition F.3.** The groups $SU(2)$ and $Sp(1)$ are isomorphic under the correspondence

\[(F.27) \quad U \mapsto \xi + j\eta,\]

for $U$ as in (F.26).

**Proof.** The correspondence (F.27) is clearly bijective. To see it is a homomorphism of groups, we calculate:

\[(F.28) \quad \begin{pmatrix} \xi & -\bar{\eta} \\ \eta & \bar{\xi} \end{pmatrix} \begin{pmatrix} \xi' & -\bar{\eta}' \\ \eta' & \bar{\xi}' \end{pmatrix} = \begin{pmatrix} \xi\xi' - \bar{\eta}\bar{\eta}' & \xi\bar{\eta}' - \xi'\eta \xi' - \eta'\xi' + \xi\bar{\eta}' \\ \eta\xi' + \xi\eta' & \eta\bar{\eta}' - \eta'\xi + \xi\eta' \end{pmatrix},\]

given $\xi, \eta \in \mathbb{C}$. Noting that, for $a, b \in \mathbb{R}$, $j(a + bi) = (a - bi)j$, we have

\[(F.29) \quad (\xi + j\eta)(\xi' + j\eta') = \xi\xi' + \xi j\eta' + j\eta\xi' + j\eta j\eta' = \xi\xi' - \eta\eta' + j(\eta\xi' + \xi\eta').\]

Comparison of (F.28) and (F.29) verifies that (F.27) yields a homomorphism of groups.

We next define the map

\[(F.30) \quad \pi : Sp(1) \longrightarrow \mathcal{L}(\mathbb{R}^3)\]

by

\[(F.31) \quad \pi(\xi)u = \xi u \xi^{-1} = \xi u \xi, \quad \xi \in Sp(1), \ u \in \mathbb{R}^3 \subset \mathbb{H}.\]
To justify (F.30), we need to show that if $u$ is purely vectorial, so is $\xi u \xi$. In fact, by (F.18),

\[(F.32) \quad \zeta = \xi u \xi \implies \bar{\zeta} = \bar{\xi} u \xi = -\xi u \xi = -\zeta,\]

so that is indeed the case. By (F.20),

\[|\pi(\xi)u| = |\xi| |u| |\bar{\xi}| = |u|, \quad \forall u \in \mathbb{R}^3, \xi \in Sp(1),\]

so in fact

\[(F.33) \quad \pi : Sp(1) \rightarrow SO(3),\]

and it follows easily from the definition (F.31) that if also $\zeta \in Sp(1)$, then $\pi(\xi \zeta) = \pi(\xi) \pi(\zeta)$, so (F.33) is a group homomorphism. It is readily verified that

\[(F.34) \quad \text{Ker} \ \pi = \{\pm 1\}.\]

Note that we can extend (F.30) to

\[(F.35) \quad \pi : Sp(1) \rightarrow \mathcal{L}(\mathbb{H}), \quad \pi(\xi) \eta = \xi \eta \xi, \quad \xi \in Sp(1), \eta \in \mathbb{H},\]

and again $\pi(\xi \zeta) = \pi(\xi) \pi(\zeta)$ for $\xi, \zeta \in Sp(1)$. Furthermore, each map $\pi(\xi)$ is a ring homomorphism, i.e.,

\[(F.36) \quad \pi(\xi)(\alpha \beta) = (\pi(\xi) \alpha)(\pi(\xi) \beta), \quad \alpha, \beta \in \mathbb{H}, \xi \in Sp(1).\]

Since $\pi(\xi)$ is invertible, this is a group of ring automorphisms of $\mathbb{H}$. The reader is invited to draw a parallel to the following situation. Define

\[(F.37) \quad \tilde{\pi} : SO(3) \rightarrow \mathcal{L}(\mathbb{H}), \quad \tilde{\pi}(T)(a + u) = a + Tu,\]

given $a + u \in \mathbb{H}$, $a \in \mathbb{R}$, $u \in \mathbb{R}^3$. It is a consequence of the identity (12.25), i.e., $T(u \times v) = Tu \times Tv$, for $u, v \in \mathbb{R}^3$, that

\[(F.38) \quad \tilde{\pi}(T)(\alpha \beta) = (\tilde{\pi}(T) \alpha)(\tilde{\pi}(T) \beta), \quad \alpha, \beta \in \mathbb{H}, \ T \in SO(3).\]

Thus $SO(3)$ acts as a group of automorphisms of $\mathbb{H}$. (Note that Proposition F.1 is a special case of this.) We claim this is the same group of automorphisms as described in (F.35)–(F.36), via (F.33). This is a consequence of the fact that $\pi$ in (F.33) is surjective. We mention that the automorphism $K$ in Proposition F.1 has the form (F.35) with

$$\xi = \frac{1}{2}(1 + i + j + k).$$
To proceed, we consider $n \times n$ matrices of quaternions:

(F.39) \quad A = (a_{jk}) \in M(n, \mathbb{H}), \quad a_{jk} \in \mathbb{H}.

If $\mathbb{H}^n$ denotes the space of column vectors of length $n$, whose entries are quaternions, then $A \in M(n, \mathbb{H})$ acts on $\mathbb{H}^n$ by the usual formula. Namely, if $\xi = (\xi_j)^t$, $\xi_j \in \mathbb{H}$, we have

(F.40) \quad (A\xi)_j = \sum_k a_{jk}\xi_k.

Note that

(F.41) \quad A : \mathbb{H}^n \longrightarrow \mathbb{H}^n

is $\mathbb{R}$-linear, and commutes with the right action of $\mathbb{H}$ on $\mathbb{H}^n$, defined by

(F.42) \quad (\xi b)_j = \xi_j b, \quad \xi \in \mathbb{H}^n, \ b \in \mathbb{H}.

Composition of such matrix operations on $\mathbb{H}^n$ is given by the usual matrix product. If $B = (b_{jk})$, then

(F.43) \quad (AB)_{jk} = \sum_\ell a_{j\ell}b_{\ell k}.

We define a conjugation on $M(n, \mathbb{H})$. With $A$ given by (F.39),

(F.44) \quad A^* = (\overline{a}_{kj}).

Clearly $(A^*)^* = A$. A calculation using (F.18) gives

(F.45) \quad (AB)^* = B^*A^*.

We are ready to define the groups $Sp(n)$ for $n > 1$:

(F.46) \quad Sp(n) = \{ A \in M(n, \mathbb{H}) : A^*A = I \}.

Note that $A^*$ is a left inverse of the $\mathbb{R}$-linear map $A : \mathbb{H}^n \rightarrow \mathbb{H}^n$ if and only if it is a right inverse (by real linear algebra). In other words, given $A \in M(n, \mathbb{H})$,

(F.47) \quad A^*A = I \iff AA^* = I.

In particular,

(F.48) \quad A \in Sp(n) \iff A^* \in Sp(n) \iff A^{-1} \in Sp(n).
Also, given \( A, B \in Sp(n) \),

\[
(AB)^*AB = B^*A^*AB = B^*B = I.
\]

Hence \( Sp(n) \), defined by (F.46), is a group.

For another perspective, we put a quaternionic inner product on \( \mathbb{H}^n \) as follows. If \( \xi = (\xi_j)^t, \eta = (\eta_j)^t \in \mathbb{H}^n \), set

\[
\langle \xi, \eta \rangle = \sum_j \eta_j \xi_j.
\]

From (F.15), we have

\[
\text{Re}(\langle \xi, \eta \rangle) = (\xi, \eta),
\]

where the right side denotes the Euclidean inner product on \( \mathbb{H}^n = \mathbb{R}^{4n} \).

Now, if \( A \in M(n, \mathbb{H}) \), \( A = (a_{jk}) \), then

\[
\langle A\xi, \eta \rangle = \sum_{j,k} \eta_j a_{jk} \xi_k
\]

\[
= \sum_{j,k} \overline{a_{jk}} \eta_j \xi_k
\]

\[
= \langle \xi, A^*\eta \rangle.
\]

Hence

\[
\langle A\xi, A\eta \rangle = \langle \xi, A^*A\eta \rangle.
\]

In particular, given \( A \in M(n, \mathbb{H}) \), we have \( A \in Sp(n) \) if and only if \( A : \mathbb{H}^n \rightarrow \mathbb{H}^n \) preserves the quaternionic inner product (F.50). Given (F.51), we have

\[
Sp(n) \hookrightarrow O(4n).
\]
G. Algebras

Let $\mathbb{F}$ be a field. An algebra $\mathcal{A}$ over $\mathbb{F}$ has the following structure:

1. $\mathcal{A}$ is a vector space over $\mathbb{F}$,
2. $\mathcal{A}$ is a ring, and the product $(u, v) \mapsto uv$ is an $\mathbb{F}$-bilinear map $\mathcal{A} \times \mathcal{A} \rightarrow \mathcal{A}$.

Hence, if $a \in \mathbb{F}, u, v \in \mathcal{A}$,

\[(G.3)\quad a(uv) = (au)v = u(av)\.

We say $\mathcal{A}$ is a commutative algebra if $u, v \in \mathcal{A} \Rightarrow uv = vu$. If (G.1)–(G.2) hold and $\mathcal{A}$ is a ring with unit (call it $1_\mathcal{A}$, temporarily) we call $\mathcal{A}$ an algebra with unit, and simply denote the unit by 1 (the same symbol as used for the unit in $\mathbb{F}$).

A number of rings we have seen before have natural structures as algebras, such as $M(n, \mathbb{F})$ and $\mathbb{F}[t]$, which are algebras over the field $\mathbb{F}$. If $\mathcal{A}$ is an algebra over $\mathbb{F}$, then $M(n, \mathcal{A})$ and $\mathcal{A}[t]$ are algebras over $\mathbb{F}$. On the other hand, the rings $M(n, \mathbb{Z}), \mathbb{Z}[t]$, and $\mathbb{Z}/(n)$ (when $n$ is not a prime) are not algebras over a field. The ring $\mathbb{H}$ of quaternions, introduced in Appendix F, is an algebra over $\mathbb{R}$ (hence $\mathbb{H}$ is often called the algebra of quaternions). Note that $\mathbb{H}$ is not an algebra over $\mathbb{C}$.

If $V$ is an $n$-dimensional vector space over $\mathbb{F}$, the ring

\[(G.4)\quad \Lambda^* V = \bigoplus_{k=0}^{n} \Lambda^k V,\]

where $\Lambda^0 V = \mathbb{F}$, $\Lambda^1 V = V$, and $\Lambda^k V$ is as in (21.64), with the wedge product, described in §21, is an algebra over $\mathbb{F}$ (called the exterior algebra of $V$). We can also write

\[(G.5)\quad \Lambda^* V = \bigoplus_{k=0}^{\infty} \Lambda^k V,\]

keeping in mind that $\Lambda^k V = 0$ for $k > n = \dim V$. Recall that

\[(G.6)\quad \alpha \in \Lambda^i V, \quad \beta \in \Lambda^j V \implies \alpha \wedge \beta \in \Lambda^{i+j} V.\]

Another algebra over $\mathbb{F}$ associated with such an $n$-dimensional vector space is the tensor algebra, defined by

\[(G.7)\quad \otimes^* V = \bigoplus_{k=0}^{\infty} \otimes^k V,\]
where

\[(G.8) \quad \otimes^0 V = \mathbb{F}, \quad \otimes^1 V = V, \quad \otimes^2 V = V \otimes V,\]

and, for \(k \geq 3,\)

\[(G.9) \quad \otimes^k V = V \otimes \cdots \otimes V \quad (k \text{ factors}),\]
defined as in §20, i.e., \(\otimes^k V = V_1 \otimes \cdots \otimes V_k\) with each \(V_j = V.\) That is to say, an element \(\alpha \in \otimes^k V\) is a \(k\)-linear map

\[(G.10) \quad \alpha : V' \times \cdots \times V' \longrightarrow \mathbb{F}.\]

If also \(\beta \in \otimes^\ell V,\) then \(\alpha \otimes \beta \in \Lambda^{k+\ell} V\) is defined by

\[(G.11) \quad \alpha \otimes \beta (w_1, \ldots, w_k, w_{k+1}, \ldots, w_{k+\ell}) = \alpha(w_1, \ldots, w_k) \beta(w_{k+1}, \ldots, w_{k+\ell}),\]

for \(w_j \in V'.\) As opposed to (G.5), if \(V \neq 0,\) all the terms \(\otimes^k V\) are nonzero. We define the countable direct sum

\[(G.12) \quad V = \bigoplus_{k=0}^{\infty} V_k\]
of vector spaces \(V_k\) to consist of elements

\[(G.13) \quad (v_0, v_1, v_2, \ldots, v_j, \ldots), \quad v_j \in V_j,\]
such that only finitely many \(v_j\) are nonzero. This is a vector space, with vector operations

\[(G.14) \quad (v_0, v_1, \ldots, v_j, \ldots) + (v'_0, v'_1, \ldots, v'_j, \ldots) = (v_0 + v'_0, v_1 + v'_1, \ldots, v_j + v'_j, \ldots),\]
\[a(v_0, v_1, \ldots, v_j, \ldots) = (av_0, av_1, \ldots, av_j, \ldots).\]

In such a fashion, \(\otimes^\ast V\) is a vector space (of infinite dimension) over \(\mathbb{F},\) and the product (G.11) makes it an algebra over \(\mathbb{F}.\)

This tensor algebra possesses the following universal property:

**Proposition G.1.** Let \(A\) be an algebra over \(\mathbb{F}\) with unit, \(V\) an \(n\)-dimensional vector space over \(\mathbb{F},\) and let

\[(G.15) \quad M : V \longrightarrow A\]

be a linear map. Then \(M\) extends uniquely to a homomorphism of algebras (i.e., an \(\mathbb{F}\)-linear ring homomorphism)

\[(G.16) \quad \widetilde{M} : \otimes^\ast V \longrightarrow A.\]
Proof. The extension is given by \( \tilde{M}(1) = 1 \) and
\begin{equation}
\tilde{M}(v_1 \otimes \cdots \otimes v_k) = M(v_1) \cdots (Mv_k), \quad v_j \in V.
\end{equation}
Verifying that this yields an algebra homomorphism is straightforward from the definitions.

In case \( \mathcal{A} = \Lambda^* V \), with \( V = \Lambda^1 V \), Proposition G.1 yields
\begin{equation}
\tilde{M} : \otimes^* V \longrightarrow \Lambda^* V.
\end{equation}
Clearly this is surjective. Furthermore,
\begin{equation}
\mathcal{N}(\tilde{M}) = \mathcal{I}, \text{ the 2-sided ideal in } \otimes^* V \text{ generated by }
\{v \otimes w + w \otimes v : v, w \in V\}.
\end{equation}
Hence
\begin{equation}
\Lambda^* V \approx \otimes^* V / \mathcal{I}.
\end{equation}

Next, let \( \mathcal{A} \) be an algebra and \( V \) a vector space over \( \mathbb{F} \), both finite dimensional, and form the tensor product \( \mathcal{A} \otimes V \), seen from §20 to be a vector space over \( \mathbb{F} \). In fact, \( \mathcal{A} \otimes V \) has the natural structure of an \( \mathcal{A} \)-module, given by
\begin{equation}
a(b \otimes v) = (ab) \otimes v, \quad a, b \in \mathcal{A}, \ v \in V.
\end{equation}
One important class of examples arises with \( \mathcal{F} = \mathbb{R} \), \( \mathcal{A} = \mathbb{C} \), and \( V \) a real vector space, yielding the complexification,
\begin{equation}
V_{\mathbb{C}} = \mathbb{C} \otimes V.
\end{equation}
This is a \( \mathbb{C} \)-module, hence a vector space over \( \mathbb{C} \). We might write the right side of (G.22) as \( \mathbb{C} \otimes_{\mathbb{R}} V \), to emphasize what field we are tensoring over. To illustrate the role of \( \mathcal{F} \) in the notation \( \mathcal{A} \otimes_{\mathcal{F}} V \), we note that
\begin{equation}
\mathbb{C} \otimes_{\mathbb{R}} \mathbb{C}^n \approx \mathbb{C}^{2n}, \quad \text{but } \mathbb{C} \otimes_{\mathbb{C}} \mathbb{C}^n \approx \mathbb{C}^n.
\end{equation}

Specializing to the case where \( V = \mathcal{B} \) is also an algebra over \( \mathbb{F} \), we have
\begin{equation}
\mathcal{A} \otimes \mathcal{B},
\end{equation}
which also has the structure of an algebra over \( \mathbb{F} \), with product defined by
\begin{equation}
(a \otimes b)(a' \otimes b') = (aa') \otimes (bb').
\end{equation}
In particular, with \( \mathcal{F} = \mathbb{R} \) and \( \mathcal{A} = \mathbb{C} \), we have for an \( \mathbb{R} \)-algebra \( \mathcal{B} \) the complexification
\begin{equation}
\mathcal{B}_{\mathbb{C}} = \mathbb{C} \otimes_{\mathbb{R}} \mathcal{B}.
\end{equation}
An example is
\begin{equation}
M(n, \mathbb{R})_{\mathbb{C}} = M(n, \mathbb{C}).
\end{equation}

Here is an interesting tensor product computation, which will make an appearance in Appendix H:
**Proposition G.2.** We have \( H \otimes H \approx L(H) \), or equivalently \( \quad \)

\[
H \otimes H \approx M(4, \mathbb{R}),
\]

as algebras over \( \mathbb{R} \).

**Proof.** We define \( \alpha : H \otimes H \rightarrow L(H) \) as follows. For \( \xi, \eta, \zeta \in H \), set

\[
\alpha(\xi \otimes \eta) \zeta = \xi \zeta \eta.
\]

This extends by linearity to produce a linear map \( \alpha : H \otimes H \rightarrow L(H) \). Note that \( \alpha(1 \otimes 1) = I \). We also have

\[
\alpha(\xi \xi' \otimes \eta \eta') \zeta = (\xi \xi') \zeta (\eta \eta') = (\xi \xi') \zeta (\eta \eta') = \xi (\alpha(\xi' \otimes \eta') \zeta) \eta = \xi (\alpha(\xi \otimes \eta) \alpha(\xi' \otimes \eta') \zeta),
\]

from which it follows that \( \alpha \) is a homomorphism of algebras.

It remains to prove that \( \alpha \) is bijective. Since \( \dim H \otimes H = \dim M(4, \mathbb{R}) = 16 \), it suffices to prove one of the following:

\[
N(\alpha) = 0, \quad \text{or} \quad R(\alpha) = L(H).
\]

Note that \( N(\alpha) \) is a two-sided ideal in \( H \otimes H \) and \( R(\alpha) \) is a subalgebra of \( L(H) \). It is the case that \( H \otimes H \) has no proper two-sided ideals (the reader might try to prove this), which would imply \( N(\alpha) = 0 \), but this is not the route we will take. Instead, we propose to show that \( R(\alpha) = L(H) \), via a path through some other interesting results.

To start, let \( \beta \) denote the restriction of \( \alpha \) to \( \xi, \eta \in Sp(1) \), the group of unit quaternions. Note that

\[
\xi, \eta \in Sp(1) \implies |\xi \eta| = |\zeta|,
\]

so

\[
\beta : Sp(1) \times Sp(1) \rightarrow SO(4),
\]

and, by (G.30), it is a group homomorphism. Clearly if \( \xi, \eta \in \text{Ker} \beta \), then (taking \( \zeta = 1 \)) we must have \( \xi \eta = 1 \), hence \( \eta = \xi \). Next, \( (\xi, \bar{\xi}) \in \text{Ker} \beta \) if and only if \( \xi \) commutes with each \( \zeta \in H \). This forces \( \xi = \pm 1 \). Thus

\[
\text{Ker} \beta = \{(1, 1), (-1, -1)\},
\]
so $\beta$ is a two-to-one map. At this point, it is convenient to have in hand some basic concepts about Lie groups (such as described in the first few chapters of [T2]). Namely, $Sp(1)$ has dimension 3 (recall from (F.25) the identification of $Sp(1)$ with the 3-sphere $S^3$), and $SO(4)$ has dimension 6. From (G.34) it can be deduced that the range of $\beta$ in (G.33) is a 6-dimensional subgroup of $SO(4)$. It is also the case that $SO(4)$ is connected, and any 6-dimensional subgroup must be all of $SO(4)$. Thus $\beta$ in (G.33) is onto. We record this progress.

Lemma G.3. The group homomorphism $\beta$ in (G.33) is two-to-one and onto.

It follows that the range $R(\alpha)$ is a subalgebra of $L(\mathbb{R}^4)$ that contains $SO(4)$. The following result finishes off the proof of Proposition G.2.

Lemma G.4. For $n \geq 3$, the algebra of linear transformations of $\mathbb{R}^n$ generated by $SO(n)$ is equal to $L(\mathbb{R}^n)$.

Proof. Denote this algebra by $A$, and note that $A$ is actually the linear span of $SO(n)$. (For $n = 2$, $A$ is commutative, and the conclusion fails.) Using the inner product $\langle A, B \rangle = \text{Tr} A^tB$ on $L(\mathbb{R}^n)$, suppose there exists $A \in L(\mathbb{R}^n)$ that is orthogonal to $A$. Then

$$\text{Tr}(UA) = 0$$

for all $U \in SO(n)$.

For the moment, assume $n$ is odd. Then $U \in O(n)$ implies either $U$ or $-U$ belongs to $SO(n)$, so (G.35) holds for all $U \in O(n)$. By Proposition 15.8, we can write

$$A = KP, \quad K \in O(n), \quad P \text{ positive semidefinite.}$$

Taking $U = K^{-1}$ in (G.35) yields

$$\text{Tr} P = 0, \quad \text{hence } P = 0, \quad \text{hence } A = 0.$$

We hence have Lemma G.4 for $n$ odd.

In order to produce an argument that works for $n \geq 4$ even, we bring in the following. Let $G_m$ denote the subgroup of $SO(m)$ consisting of rotations that preserve the cube

$$Q_m = \{ x \in \mathbb{R}^m : |x_j| \leq 1, \text{ for } 1 \leq j \leq m \}.$$

The action of an element of $G_m$ is uniquely determined by how it permutes the vertices of $Q_m$, so $G_m$ is a finite group. Now take

$$P = \frac{1}{o(G_m)} \sum_{T \in G_m} T \in L(\mathbb{R}^m).$$
Lemma G.5. For \( m \geq 2 \), \( P = 0 \).

Proof. Since \( T \in G_m \Rightarrow T^{-1} = T^t \in G_m \), we see that

\[(G.39) \quad P = P^t.\]

If we multiply both sides of (G.38) on the left by \( U \in G_m \), we get the sum over the same set of terms on the right, so

\[(G.40) \quad UP = P, \quad \forall U \in G_m.\]

Averaging both sides of (G.40) over \( U \in G_m \) yields

\[(G.41) \quad P^2 = P.\]

Thus \( P \) is an orthogonal projection on \( \mathbb{R}^m \), and, by (G.40), each vector \( v \) in the range of \( P \) satisfies

\[(G.44) \quad Uv = v, \quad \forall U \in G_m.\]

Now the only \( v \in \mathbb{R}^m \) satisfying (G.44) is \( v = 0 \), so \( P = 0 \).

We return to Lemma G.4, and give a demonstration valid for all \( n \geq 3 \). To start, note that

\[(G.45) \quad T \in G_{n-1} \implies \begin{pmatrix} T \\ 1 \end{pmatrix} \in SO(n).\]

By Lemma G.5, as long as \( n \geq 3 \),

\[(G.46) \quad \frac{1}{o(G_{n-1})} \sum_{T \in G_{n-1}} \begin{pmatrix} T \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix},\]

where the upper left 0 is the zero matrix in \( M(n - 1, \mathbb{R}) \). It follows that the right side of (G.46) (call it \( P_1 \)) belongs to \( \mathcal{A} \). Hence

\[(G.47) \quad I - 2P_1 = \begin{pmatrix} I \\ -1 \end{pmatrix} \in \mathcal{A},\]

where the upper left \( I \) in the last matrix is the identity in \( M(n - 1, \mathbb{R}) \). This is an element of \( O(n) \) with negative determinant! It follows that \( O(n) \subset \mathcal{A} \). From here, the argument involving (G.35) (now known to hold for all \( U \in O(n) \)), proceeding to (G.36)–(G.37), works, and we have Lemma G.4 for all \( n \geq 3 \).
We return to generalities. As we have defined the concept of an algebra \( A \), it must have the associative property (22.6), i.e.,

\[
\text{(G.48)} \quad u, v, w \in A \implies u(vw) = (uv)w.
\]

For emphasis, we sometimes call \( A \) an associative algebra. This terminology is apparently redundant, but it is useful in face of the fact that there are important examples of “non-associative algebras,” which satisfy most of the properties we require of an algebra, but lack the property (G.48).

We close this appendix with a brief mention of some significant classes of nonassociative algebras.

**Lie algebras**

The paradigm cases of Lie algebras arise as follows. Let \( V \) be a vector space over \( \mathbb{F} \). A linear subspace \( L \) of \( \mathcal{L}(V) \) is a Lie algebra of transformations on \( V \) provided

\[
\text{(G.49)} \quad A, B \in L \implies [A, B] \in L,
\]

where

\[
\text{(G.50)} \quad [A, B] = AB - BA.
\]

We define the action \( \text{ad} \) of \( L \) on itself by

\[
\text{(G.51)} \quad \text{ad}(A)B = [A, B].
\]

It is routine to verify that

\[
\text{(G.52)} \quad \text{ad}([A, B]) = \text{ad}(A) \text{ad}(B) - \text{ad}(B) \text{ad}(A).
\]

This is equivalent to the identity

\[
\text{(G.53)} \quad [[A, B], C] = [A, [B, C]] - [B, [A, C]],
\]

for all \( A, B, C \in \mathcal{L}(V) \). The identity (G.52) (or (G.53)) is called the *Jacobi identity*.

With this in mind, we define a Lie algebra \( L \) (over a field \( \mathbb{F} \)) to be a vector space over \( \mathbb{F} \), equipped with an \( \mathbb{F} \)-bilinear map

\[
\text{(G.54)} \quad \lambda : L \times L \rightarrow L, \quad \lambda(A, B) = [A, B],
\]
satisfying

\[(G.55) \quad [A, B] = -[B, A],\]

and the Jacobi identity \((G.51)-(G.52)\), for all \(A, B, C \in L\).

Examples of Lie algebras that are subalgebras of \(\mathcal{L}(V)\) include

\[(G.56) \quad \text{Skew}(V) = \{ T \in \mathcal{L}(V) : T^* = -T \},\]

where \(V\) is a real or complex inner product space (cf. Exercise 8 of §11).

Further examples include

\[(G.57) \quad \{ T \in \mathcal{L}(V) : \text{Tr} T = 0 \},\]

when \(V\) is a finite dimensional vector space over \(F\),

\[(G.58) \quad \{ T \in \mathcal{L}(F^n) : T \text{ is upper triangular} \},\]

and

\[(G.59) \quad \{ T \in \mathcal{L}(F^n) : T \text{ is strictly upper triangular} \}.

A variant of \(\mathcal{L}(V)\) with a natural Lie algebra structure is \(M(n, A)\), where \(A\) is a commutative, associative algebra that is a finite dimensional vector space over \(F\).

It follows from Exercises 5–9 of §12 that \(\mathbb{R}^3\), with the cross product, is a Lie algebra, isomorphic to \(\text{Skew}(\mathbb{R}^3)\).

There are a number of important Lie algebras of differential operators that arise naturally. We mention one here, namely the 3-dimensional space of operators on \(C^\infty(\mathbb{R})\) spanned by \(X_1, X_2,\) and \(X_3\), where

\[(G.60) \quad X_1 f(x) = f'(x), \quad X_2 f(x) = x f(x), \quad X_3 f(x) = f(x).\]

By the Leibniz identity,

\[(G.61) \quad [X_1, X_2] = X_3,\]

and, obviously,

\[(G.62) \quad [X_j, X_3] = 0.\]

This Lie algebra is isomorphic to the Lie algebra of strictly upper triangular \(3 \times 3\) real matrices, spanned by

\[(G.63) \quad Y_1 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad Y_3 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.\]
Parallel to (G.61)–(G.62), we have

\[(G.64) \quad [Y_1, Y_2] = Y_3, \quad [Y_j, Y_3] = 0.\]

A result known as Ado’s theorem says that every finite dimensional Lie algebra is isomorphic to a Lie algebra of matrices. A proof can be found in [P].

The study of Lie algebras goes hand in hand with the study of Lie groups. More thorough introductions to this important area can be found in [P] and in [T2].

**Jordan algebras**

The paradigms for Jordan algebras are the spaces

\[(G.65) \quad \text{Herm}(n, \mathbb{F}) = \{(a_{jk}) \in M(n, \mathbb{F}) : a_{kj} = \overline{a_{jk}}\},\]

for \(n \geq 2\), with \(\mathbb{F} = \mathbb{R}, \mathbb{C},\) or \(\mathbb{H}\), endowed with the product

\[(G.66) \quad A \circ B = \frac{1}{2} (AB + BA),\]

an \(\mathbb{R}\)-bilinear map \(\text{Herm}(n, \mathbb{F}) \times \text{Herm}(n, \mathbb{F}) \to \text{Herm}(n, \mathbb{F})\). Note that the product is commutative \((A \circ B = B \circ A)\), but it is not associative. There is, however, the following vestige of associativity:

\[(G.67) \quad A \circ (B \circ A^2) = (A \circ B) \circ A^2.\]

An algebra over \(\mathbb{R}\), i.e., a finite dimensional real vector space \(V\) with product given as a bilinear map \(V \times V \to V\), that is commutative and satisfies (G.67) is called a Jordan algebra. Another example of a Jordan algebra is

\[(G.68) \quad \text{Herm}(3, \mathbb{O}),\]

where \(\mathbb{O}\) is the space of octonions, introduced in §I, again with the product (G.66), where the right side makes use of the product on \(\mathbb{O}\). We refer to [Mcc] and [SV] for further material on Jordan algebras, whose introduction was stimulated by developments in quantum mechanics.
H. Clifford algebras

Let $V$ be a finite dimensional, real vector space and $Q : V \times V \to \mathbb{R}$ a symmetric bilinear form. The Clifford algebra $\mathcal{C}(V, Q)$ is an associative algebra, with unit 1, generated by $V$, and satisfying the anticommutation relations

\[(H.1) \quad uv + vu = -2Q(u, v) \cdot 1, \quad \forall u, v \in V.\]

Formally, we construct $\mathcal{C}(V, Q)$ as

\[(H.2) \quad \mathcal{C}(V, Q) = \otimes^* V / \mathcal{I},\]

where $\otimes^* V$ is the tensor algebra:

\[(H.3) \quad \otimes^* V = \mathbb{R} \oplus V \oplus (V \otimes V) \oplus (V \otimes V \otimes V) \oplus \cdots ,\]

and

\[(H.4) \quad \mathcal{I} = \text{two-sided ideal generated by } \{u \otimes v + v \otimes u + 2Q(u, v)1 : u, v \in V\} = \text{two-sided ideal generated by } \{e_j \otimes e_k + e_k \otimes e_j + 2Q(e_j, e_k)1\} ,\]

where $\{e_j\}$ is a basis of $V$. Note that

\[(H.5) \quad Q = 0 \implies \mathcal{C}(V, Q) \approx \Lambda^* V \quad \text{(the exterior algebra)}.\]

Here is a fundamental property of $\mathcal{C}(V, Q)$.

**Proposition H.1.** Let $A$ be an associative algebra with unit, and let

\[(H.6) \quad M : V \to A\]

be a linear map satisfying

\[(H.7) \quad M(u)M(v) + M(v)M(u) = -2Q(u, v)1,\]

for each $u, v \in V$ (or equivalently for all $u = e_j$, $v = e_k$, where $\{e_j\}$ is a basis of $V$). Then $M$ extends to a homomorphism

\[(H.8) \quad M : \mathcal{C}(V, Q) \to A, \quad M(1) = 1.\]
Proof. Given (H.6), there is a homomorphism \( \tilde{M} : \otimes V \to A \) extending \( M \), with \( \tilde{M}(1) = 1 \). The relation (H.7) implies \( \tilde{M} = 0 \) on \( I \), so it descends to \( \otimes V/I \to A \), giving (H.8).

From here on we require \( Q \) to be nondegenerate. Thus each Clifford algebra \( \mathcal{C}_\ell(V, Q) \) we consider will be isomorphic to one of the following. Take \( V = \mathbb{R}^n \), with standard basis \( \{e_1, \ldots, e_n\} \), take \( p, q \geq 0 \) such that \( p + q = n \), and take \( Q(u, v) = \sum_{j \leq p} u_j v_j - \sum_{j > p} u_j v_j \), where \( u = \sum u_j e_j \) and \( v = \sum v_j e_j \). In such a case, \( \mathcal{C}_\ell(V, Q) \) is denoted \( \mathcal{C}_\ell(p, q) \).

We also define the complexification of \( \mathcal{C}_\ell(V, Q) \):

\[
\mathcal{C}_\ell(V, Q) = \mathbb{C} \otimes \mathcal{C}_\ell(V, Q).
\]

(We tensor over \( \mathbb{R} \).) Note that taking \( e_j \mapsto ie_j \) for \( p + 1 \leq j \leq n \) gives, whenever \( p + q = n \),

\[
\mathcal{C}_\ell(p, q) \approx \mathcal{C}_\ell(n, 0), \quad \text{which we denote} \quad \mathcal{C}_\ell(n).
\]

Use of the anticommutator relations (H.1) show that if \( \{e_1, \ldots, e_n\} \) is a basis of \( V \), then each element \( u \in \mathcal{C}_\ell(V, Q) \) can be written in the form

\[
u = \sum_{i_1, \ldots, i_n} a_{i_1, \ldots, i_n} e_{i_1} \cdots e_{i_n},
\]
or, equivalently, in the form

\[
u = \sum_{k=0}^{n} \sum_{j_1 < \cdots < j_k} \tilde{a}_{j_1, \cdots, j_k} e_{j_1} \cdots e_{j_k}.
\]

(By convention the \( k = 0 \) summand in (H.12) is \( \tilde{a}_0 \cdot 1 \).) In other words, we see that

\[
\{e_{j_1} \cdots e_{j_k} : 0 \leq k \leq n, \ j_1 < \cdots < j_k\}
\]
spans \( \mathcal{C}_\ell(V, Q) \). Again, by convention, the subset of (H.13) for which \( k = 0 \) is \( \{1\} \). It is very useful to know that the following is true.

**Proposition H.2.** The set (H.13) is a basis of \( \mathcal{C}_\ell(V, Q) \).

This is true for all \( Q \), but we will restrict attention to nondegenerate \( Q \). Since we know that (H.13) spans, the assertion is that the dimension of \( \mathcal{C}_\ell(p, q) \) is \( 2^n \) when \( p + q = n \). By (H.10), it suffices to show this for \( \mathcal{C}_\ell(n, 0) \), and we can assume \( \{e_1, \ldots, e_n\} \) is the standard orthonormal basis
of $\mathbb{R}^n$. Note that the assertion for $Q = 0$ corresponding to Proposition H.2 is that

\begin{equation}
\{ e_{j_1} \land \cdots \land e_{j_k} : 0 \leq k \leq n, j_1 < \cdots < j_k \} \text{ is a basis of } \Lambda^* \mathbb{R}^n,
\end{equation}

where $\{ e_1, \ldots, e_n \}$ is the standard basis of $\mathbb{R}^n$. We will use this in our proof of Proposition H.2. See §21 for a proof of (H.14).

Given that (H.14) is true, we can define a linear map

\begin{equation}
\alpha : \Lambda^* \mathbb{R}^n \longrightarrow \mathcal{C}(n, 0)
\end{equation}

by $\alpha(1) = 1$ and

\begin{equation}
\alpha(e_{j_1} \land \cdots \land e_{j_k}) = e_{j_1} \cdots e_{j_k},
\end{equation}

when $1 \leq j_1 < \cdots < j_k \leq n$. The content of Proposition H.2 is that $\alpha$ is a linear isomorphism. On the way to proving this, we construct a representation of $\mathcal{C}(n, 0)$ on $\Lambda^* \mathbb{R}^n$, of interest in its own right.

To construct this representation, i.e., homomorphism of algebras

\begin{equation}
M : \mathcal{C}(n, 0) \longrightarrow \mathcal{L}(\Lambda^* \mathbb{R}^n),
\end{equation}

we begin with a linear map

\begin{equation}
M : \mathbb{R}^n \longrightarrow \mathcal{L}(\Lambda^* \mathbb{R}^n),
\end{equation}

defined on the basis $\{ e_1, \ldots, e_n \}$ as follows. Define

\begin{equation}
\land_j : \Lambda^k \mathbb{R}^n \longrightarrow \Lambda^{k+1} \mathbb{R}^n, \quad \iota_j : \Lambda^k \mathbb{R}^n \longrightarrow \Lambda^{k-1} \mathbb{R}^n
\end{equation}

by

\begin{equation}
\land_j(e_{j_1} \land \cdots \land e_{j_k}) = e_j \land e_{j_1} \land \cdots \land e_{j_k},
\end{equation}

and

\begin{equation}
\iota_j(e_{j_1} \land \cdots \land e_{j_k}) = (-1)^{\ell-1} e_{j_1} \land \cdots \land \widehat{e_{j_\ell}} \land \cdots \land e_{j_k} \quad \text{if } j = j_\ell,
0 \quad \text{if } j \notin \{j_1, \ldots, j_k\}.
\end{equation}

Here the symbol $\widehat{e_{j_\ell}}$ signifies that $e_{j_\ell}$ is removed from the product.

**Remark.** If $\Lambda^* \mathbb{R}^n$ has the inner product such that (H.14) is an orthonormal basis, then $\iota_j$ is the adjoint of $\land_j$. 

A calculation (cf. (21.52)–(21.53)) gives the following anticommutator relations for these operators:

\begin{align}
\wedge_j \wedge_k + \wedge_k \wedge_j &= 0, \\
\iota_j \iota_k + \iota_k \iota_j &= 0, \\
\wedge_j \iota_k + \iota_k \wedge_j &= \delta_{jk}.
\end{align}

Now we define \( M \) in (H.18) by

\begin{align}
M(e_j) = M_j = \wedge_j - \iota_j.
\end{align}

From (H.22) we get

\begin{align}
M_j M_k + M_k M_j &= -2 \delta_{jk}.
\end{align}

Hence Proposition H.1 applies to give the homomorphism of algebras (H.17), with \( M(1) = I \), the identity operator.

We can now prove Proposition H.2. We define a linear map

\begin{align}
\beta : \mathcal{C}l(n, 0) \longrightarrow \Lambda^* \mathbb{R}^n, \quad \beta(u) = M(u)1.
\end{align}

Recalling the map \( \alpha \) from (H.15)–(H.16), we have

\begin{align}
\beta \circ \alpha(e_{j_1} \wedge \cdots \wedge e_{j_k}) &= M(e_{j_1} \cdots e_{j_k})1 \\
&= M(e_{j_1}) \cdots M(e_{j_k})1.
\end{align}

Now \( M(e_{j_k})1 = e_{j_k}, \ M(e_{j_k-1}) e_{j_k} = e_{j_k-1} \wedge e_{j_k} \) if \( j_{k-1} < j_k \), and inductively we see that

\begin{align}
j_1 < \cdots < j_k \implies M(e_{j_1}) \cdots M(e_{j_k})1 = e_{j_1} \wedge \cdots \wedge e_{j_k}.
\end{align}

It follows that \( \alpha \) and \( \beta \) are inverses, and that each is a linear isomorphism. This proves Proposition H.2 (granted (H.14)).

We next characterize \( \mathcal{C}l(p, q) \) for small \( p \) and \( q \). For starters, \( \mathcal{C}l(1, 0) \) and \( \mathcal{C}l(0, 1) \) are linear spaces of the form

\begin{align}
\{ a + b e_1 : a, b \in \mathbb{R} \}.
\end{align}

In \( \mathcal{C}l(1, 0) \), \( e_1^2 = -1 \), so

\begin{align}
\mathcal{C}l(1, 0) \approx \mathbb{C}, \quad e_1 \leftrightarrow i.
\end{align}

Meanwhile, in \( \mathcal{C}l(0, 1) \), \( e_1^2 = 1 \), so \( \mathcal{C}l(0, 1) \) is of the form

\begin{align}
\{ \alpha f_+ + \beta f_- : \alpha, \beta \in \mathbb{R} \}
\end{align}

\begin{align}
f_{\pm} = \frac{1 \pm e_1}{2} \Rightarrow f_+^2 = f_-, \ f_+ f_- = f_- f_+ = 0.
\end{align}
and we have
\[(H.31)\quad \mathcal{C}\ell(0,1) \approx \mathbb{R} \oplus \mathbb{R} \approx C_{\mathbb{R}}(\{+,-\}),\]
the space of real valued functions on the two-point set \{+,-\}.

Next, \(\mathcal{C}\ell(2,0),\mathcal{C}\ell(1,1),\) and \(\mathcal{C}\ell(0,2)\) are linear spaces of the form
\[(H.32)\quad \{a + be_1 + ce_2 + de_1e_2 : a, b, c, d \in \mathbb{R}\}.
\]
In \(\mathcal{C}\ell(2,0),\) \(e_1^2 = e_2^2 = (e_1e_2)^2 = -1,\) and also \(e_2(e_1e_2) = e_1,\) while \((e_1e_2)e_1 = e_2,\) which are the algebraic relations satisfied by \(i,j,k\) in the algebra \(\mathbb{H}\) of quaternions, defined in Appendix F. Hence
\[(H.33)\quad \mathcal{C}\ell(2,0) \approx \mathbb{H} = \{a + bi + cj + dk\}.
\]
In \(\mathcal{C}\ell(0,2),\) \(e_1^2 = e_2^2 = 1,\) while \((e_1e_2)^2 = -1.\) Meanwhile \(e_2(e_1e_2) = -e_1\) and \((e_1e_2)e_1 = -e_2,\) and we have
\[(H.34)\quad \mathcal{C}\ell(0,2) \approx M(2,\mathbb{R})
= \left\{ aI + b \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + c \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + d \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} : a, b, c, d \in \mathbb{R} \right\}.
\]
It turns out that also
\[\mathcal{C}\ell(1,1) \approx M(2,\mathbb{R}).\]
We leave this to the reader.

Using \((H.31)\) and \((H.34),\) we find the complexified algebras
\[(H.35)\quad \mathcal{C}\ell(1) \approx \mathbb{C} \oplus \mathbb{C}, \quad \mathcal{C}\ell(2) \approx M(2,\mathbb{C}).\]
These results are special cases of the following:

**Proposition H.3.** The complex Clifford algebras \(\mathcal{C}\ell(n)\) have the properties
\[(H.36)\quad \mathcal{C}\ell(2k) \approx M(2^k,\mathbb{C}), \quad \mathcal{C}\ell(2k+1) \approx M(2^k,\mathbb{C}) \oplus M(2^k,\mathbb{C}).\]

Proposition H.3 follows inductively from \((H.35)\) and the following result.

**Proposition H.4.** For \(n \in \mathbb{N},\) we have isomorphisms of algebras
\[(H.37)\quad \mathcal{C}\ell(n+2) \approx \mathcal{C}\ell(n) \otimes \mathcal{C}\ell(2).\]

In turn, Proposition H.4 follows from:
Proposition H.5. For \( n \in \mathbb{N} \), we have isomorphisms of algebras

\[ \mathcal{C}\ell(n, 0) \otimes \mathcal{C}\ell(0, 2) \approx \mathcal{C}\ell(0, n + 2). \]

It remains to prove (H.38). To do this, we construct a homomorphism of algebras

\[ M : \mathcal{C}\ell(0, n + 2) \rightarrow \mathcal{C}\ell(n, 0) \otimes \mathcal{C}\ell(0, 2). \]

Once it is checked that \( M \) is onto, a dimension count guarantees it is an isomorphism.

To produce (H.39), we start with a linear map

\[ M : \mathbb{R}^{n+2} \rightarrow \mathcal{C}\ell(n, 0) \otimes \mathcal{C}\ell(0, 2), \]

defined by

\[ Me_j = M_j = e_j \otimes e_{n+1} e_{n+2}, \quad 1 \leq j \leq n, \]
\[ Me_j = M_j = 1 \otimes e_j, \quad j = n + 1, n + 2. \]

Here we take \( \{e_1, \ldots, e_n\} \) to generate \( \mathcal{C}\ell(n, 0) \) and \( \{e_{n+1}, e_{n+2}\} \) to generate \( \mathcal{C}\ell(0, 2) \). To extend \( M \) in (H.40) to (H.39), we need to establish the anticommutation relations

\[ M_jM_k + M_kM_j = 2\delta_{jk}, \quad 1 \leq j, k \leq n + 2. \]

To get this for \( 1 \leq j, k \leq n \), we use the computations

\[ (e_{n+1}e_{n+2})^2 = -e_{n+1}^2 e_{n+2}^2 = -1, \]
\[ (e_j \otimes e_{n+1} e_{n+2})(e_k \otimes e_{n+1} e_{n+2}) = e_j e_k \otimes (e_{n+1} e_{n+2})^2 = -e_j e_k \otimes 1, \]

which yield

\[ 1 \leq j, k \leq n \Rightarrow M_jM_k + M_kM_j = -(e_j e_k \otimes 1 + e_k e_j \otimes 1) = 2\delta_{jk}, \]

as desired. Next we have

\[ 1 \leq j \leq n \Rightarrow M_j M_{n+1} + M_{n+1} M_j \]
\[ = (e_j \otimes e_{n+1} e_{n+2})(1 \otimes e_{n+1}) + (1 \otimes e_{n+1})(e_j \otimes e_{n+1} e_{n+2}) \]
\[ = e_j \otimes e_{n+1} e_{n+2} e_{n+1} + e_j \otimes e_{n+1} e_{n+1} e_{n+2} = 0, \]
since \( e_{n+1}e_{n+2} = -e_{n+2}e_{n+1} \). Similarly one gets \( M_jM_{n+2} + M_{n+2}M_j = 0 \) for \( 1 \leq j \leq n \). Next,

\[
(H.46) \quad M_{n+1}M_{n+1} = (1 \otimes e_{n+1})(1 \otimes e_{n+1}) = 1 \otimes e_{n+1}^2 = 1,
\]

and similarly \( M_{n+2}M_{n+2} = 1 \). Finally,

\[
(H.47) \quad M_{n+1}M_{n+2} + M_{n+2}M_{n+1} = (1 \otimes e_{n+1})(1 \otimes e_{n+2}) + (1 \otimes e_{n+2})(1 \otimes e_{n+1})
= 1 \otimes (e_{n+1}e_{n+2} + e_{n+2}e_{n+1})
= 0.
\]

This establishes (H.42). Hence, by Proposition H.1, \( M \) extends to the algebra homomorphism (H.39) (with \( M1 = I \)). It is routine to verify that the elements on the right side of (H.41) generate \( \mathcal{C}_n(0, 2) \), so \( M \) in (H.39) is onto, hence an isomorphism. This completes the proof of Proposition H.5, hence Propositions H.3–H.4.

**Remark.** The following companions to (H.38),

\[
(H.48) \quad \mathcal{C}_n(0, n) \otimes \mathcal{C}_n(2, 0) \approx \mathcal{C}_n(n + 2, 0),
\]

\[
\mathcal{C}_n(p, q) \otimes \mathcal{C}_n(1, 1) \approx \mathcal{C}_n(p + 1, q + 1),
\]

have essentially the same proof. From (H.38) and (H.48) it follows that

\[
(H.49) \quad \mathcal{C}_n(n + 8, 0) \approx \mathcal{C}_n(n, 0) \otimes \mathcal{C}_n(0, 2) \otimes \mathcal{C}_n(2, 0) \otimes \mathcal{C}_n(0, 2) \otimes \mathcal{C}_n(2, 0).
\]

Meanwhile, by (H.33)–(H.34),

\[
(H.50) \quad \mathcal{C}_n(0, 2) \otimes \mathcal{C}_n(2, 0) \approx M(2, \mathbb{R}) \otimes \mathbb{H}.
\]

This, together with the isomorphism (cf. Proposition G.2)

\[
(H.51) \quad \mathbb{H} \otimes \mathbb{H} \approx M(4, \mathbb{R}),
\]

leads to

\[
(H.52) \quad \mathcal{C}_n(n + 8, 0) \approx \mathcal{C}_n(n, 0) \otimes M(16, \mathbb{R}).
\]

See [LM] for more details.

**Dirac operators**

A major motivation for studying Clifford algebras arises from the connection with a class of first order differential operators known as **Dirac operators**, which we describe here.
Let $V$ be a real or complex vector space. We define an operator $D$ on smooth functions on $\mathbb{R}^n$ with values in $V$ by

$$(H.53) \quad D u = \sum_{j=1}^{n} \gamma_j \partial_j u, \quad \partial_j u = \frac{\partial u}{\partial x_j},$$

where $\gamma_j \in \mathcal{L}(V)$ are assumed to satisfy the anticommutation relations

$$(H.54) \quad \gamma_j \gamma_k + \gamma_k \gamma_j = -2\eta_{jk} I,$$

where

$$(H.55) \quad \eta_{jk} = \begin{cases} 0 & \text{if } j \neq k, \\ 1 & \text{if } j = k \in \{1, \ldots, p\}, \\ -1 & \text{if } j = k \in \{p+1, \ldots, n\}. \end{cases}$$

Here we pick $p \in \{0, \ldots, n\}$, so $(\eta_{jk})$ provides an inner product on $\mathbb{R}^n$ of signature $(p, q)$, $p = n - p$. By Proposition H.1, there is a homomorphism of algebras

$$(H.56) \quad \gamma : \mathcal{C}(p, q) \longrightarrow \mathcal{L}(V)$$

such that, if $\{e_1, \ldots, e_n\}$ is the standard basis of $\mathbb{R}^n$,

$$(H.57) \quad \gamma(e_j) = \gamma_j.$$

The operator $D$ has the following important property:

$$(H.57) \quad D^2 u = \sum_{j,k=1}^{n} \gamma_j \gamma_k \partial_j \partial_k u$$

$$= \frac{1}{2} \sum_{j,k=1}^{n} (\gamma_j \gamma_k + \gamma_k \gamma_j) \partial_j \partial_k u$$

$$= - \sum_{j,k=1}^{n} \eta_{jk} \partial_j \partial_k u$$

$$= - \sum_{j=1}^{p} \partial_j^2 u + \sum_{j=p+1}^{n} \partial_j^2 u.$$

In particular,

$$(p, q) = (n, 0) \implies D^2 u = - \sum_{j=1}^{n} \partial_j^2 u = -\Delta u,$$

$$(H.58)$$

$$(p, q) = (0, n) \implies D^2 u = \sum_{j=1}^{n} \partial_j^2 u = \Delta u,$$
where $\Delta$ is the Laplace operator, acting (componentwise) on $V$-valued functions on $\mathbb{R}^n$, 

\[(H.59) \quad \Delta u = \sum_{j=1}^{n} \partial_j^2 u.\]

A canonical example of such a Dirac operator arises when

\[(H.60) \quad V = \mathcal{Cl}(p, q), \quad 0 \leq p, q \leq n, \quad p + q = n,\]

with $\gamma_j \in \mathcal{L}(V)$ defined by Clifford multiplication, $\gamma_j(v) = e_j v$, where $\{e_j\}$ is the standard basis of $\mathbb{R}^n$, $v \in \mathcal{Cl}(p, q)$ (alternatively, $V = \mathbb{C}\ell(n)$). Such an operator $D$ is called the Clifford Dirac operator, of signature $(p, q)$. In such a case, one has (H.53) where $\gamma_j$ can be taken to be $N \times N$ matrices, where, by Proposition H.2,

\[(H.61) \quad N = \dim \mathcal{Cl}(n) = 2^n,\]

for example,

\[(H.62) \quad n = 3 \implies N = 8, \quad n = 4 \implies N = 16.\]

However, there are other vector spaces $V$, of lower dimension, for which there are Dirac operators. In particular, by Proposition H.3, one can have Dirac operators acting on functions with values in $\mathbb{C}^M$, where

\[(H.63) \quad M = 2^k, \quad \text{if} \quad n = 2k \text{ or } 2k + 1.\]

For example,

\[(H.64) \quad n = 3 \implies M = 2, \quad n = 4 \implies M = 4.\]

We now give an explicit inductive construction of $M \times M$ matrices $\gamma_1, \ldots, \gamma_n$, satisfying anticommutation relations of the form (H.54), starting with the trivial case $n = 1$ (so $M = 1$):

\[(H.65) \quad \alpha_1 = 1.\]

Here $\alpha_1^2 = 1$; we could multiply by $i$ to get $\alpha_1^2 = -1$. Generally, suppose you have $M \times M$ matrices $\alpha_1, \ldots, \alpha_n$, satisfying (H.54). We form the following $(2M) \times (2M)$ matrices:

\[(H.66) \quad \beta_j = \begin{pmatrix} \alpha_j & -\alpha_j \\ \alpha_j & \alpha_j \end{pmatrix}, \quad 1 \leq j \leq n, \quad \beta_{n+1} = \begin{pmatrix} I & I \\ I & I \end{pmatrix}.\]
For $1 \leq j, k \leq n$, we have

\[(H.67)\quad \beta_j \beta_k = \begin{pmatrix} -\alpha_j \alpha_k & \alpha_j \alpha_k \\ -\alpha_j \alpha_k & -\alpha_j \alpha_k \end{pmatrix},\]

so

\[(H.68)\quad \beta_j \beta_k + \beta_k \beta_j = -\begin{pmatrix} \alpha_j \alpha_k + \alpha_k \alpha_j & \alpha_j \alpha_k + \alpha_k \alpha_j \\ \alpha_j \alpha_k + \alpha_k \alpha_j & \alpha_j \alpha_k + \alpha_k \alpha_j \end{pmatrix} = 2 \eta_{jk} I.\]

Meanwhile, for $1 \leq j \leq n$,

\[(H.69)\quad \beta_j \beta_{n+1} = \begin{pmatrix} -\alpha_j \\ \alpha_j \end{pmatrix} = -\beta_{n+1} \beta_j,

and, of course,

\[(H.70)\quad \beta_{n+1}^2 = I.\]

We call this construction Method I.

Applying this to (H.65) gives

\[(H.71)\quad \beta_1 = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}, \quad \beta_2 = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},\]

so (H.54) holds with $\eta_{11} = 1$, $\eta_{22} = -1$. Multiplying one or both $\beta_j$ by $i$ gives other signatures.

We could iterate Method I, producing a triple of $4 \times 4$ matrices. However, according to (H.64), we want to look for a triple of $2 \times 2$ matrices.

Again we produce a general construction, which we call Method II. Assume that $n + 1$ is even, and you have matrices $\beta_j$, $1 \leq j \leq n + 1$, of the form (H.66), with the same anticommutation relations as $\mathcal{C} \ell(p, q)$, with $p + q = n + 1$. Now set

\[(H.72)\quad \beta_{n+2} = \beta_1 \beta_2 \cdots \beta_{n+1}

= (-1)^{(n-1)/2} \begin{pmatrix} -\alpha_1 \cdots \alpha_n \\ \alpha_1 \cdots \alpha_n \end{pmatrix}.\]

We have

\[(H.73)\quad \beta_{n+2}^2 = \begin{pmatrix} (\alpha_1 \cdots \alpha_n)^2 \\ (\alpha_1 \cdots \alpha_n)^2 \end{pmatrix} = \pm I,

and

\[(H.74)\quad \beta_j \beta_{n+2} = -\beta_{n+2} \beta_j, \quad \text{for } 1 \leq j \leq n + 1.\]
To see (H.74), note that pushing $\beta_j$ from the far left, in $\beta_j\beta_1\cdots\beta_{n+1}$, to the far right, in $\beta_1\cdots\beta_{n+1}\beta_j$, produces $n$ sign changes, and in the current setting $n$ is odd.

Applying Method II (with $n + 1 = 2$) to (H.71) yields

\begin{equation}
\beta_1 = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}, \quad \beta_2 = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad \beta_3 = \begin{pmatrix} -1 & 1 \\ 1 & 1 \end{pmatrix},
\end{equation}

which have the same anticommutation relations as $\mathcal{C}\ell(1,2)$. Multiplying $\beta_1$ by $i$ and $\beta_3$ by $-1$ and reordering, we have the Pauli matrices,

\begin{equation}
\sigma_1 = \begin{pmatrix} 1 & 1 \\ -1 & i \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} i & -i \\ 1 & i \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix},
\end{equation}

which have the same anticommutation relations as $\mathcal{C}\ell(0,3)$.

We now apply Method I to the Pauli matrices (H.76), yielding the following $4 \times 4$ matrices

\begin{equation}
\gamma_j = \begin{pmatrix} \sigma_j & -\sigma_j \\ \sigma_j & -\sigma_j \end{pmatrix}, \quad 1 \leq j \leq 3, \quad \gamma_4 = \begin{pmatrix} I & I \\ -I & -I \end{pmatrix}.
\end{equation}

These are called the Dirac matrices. They have the same anticommutation relations as $\mathcal{C}\ell(3,1)$. The associated Dirac operator $D$ satisfies

\begin{equation}
D^2 = \frac{\partial^2}{\partial t^2} - \Delta, \quad t = x_4, \quad \Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \frac{\partial^2}{\partial x_3^2}.
\end{equation}

Solving the initial value problem

\begin{equation}
Du = 0, \quad u(x,0) = f(x),
\end{equation}

is equivalent to solving

\begin{equation}
\frac{\partial^2 u}{\partial t^2} - \Delta u = 0, \quad u(x,0) = f(x), \quad \partial_t u(x,0) = g(x),
\end{equation}

where

\begin{equation}
g(x) = -\gamma_4^{-1} \sum_{j=1}^{3} \gamma_j \partial_j f(x).
\end{equation}

Of course, $\gamma_4^{-1} = \gamma_4$, and, for $1 \leq j \leq 3$,

\begin{equation}
-\gamma_4^{-1} \gamma_j = \begin{pmatrix} -\sigma_j & \sigma_j \\ \sigma_j & -\sigma_j \end{pmatrix}.
\end{equation}

Methods of solving the “wave equation” (H.80) can be found in Chapter 3 of [T3].

From here, we can obtain a 5-tuple of $4 \times 4$ matrices, via Method II, which have the same anticommutator relations as $\mathcal{C}\ell(p,q)$, with $p + q = 5$. We then alternate the use of Method I and Method II to produce higher dimensional Clifford algebras of matrices, yielding Dirac operators on smooth vector-valued functions on $\mathbb{R}^n$, for larger $n$. 
I. Octonions

The set of octonions (also known as Cayley numbers) is a special but intriguing example of a nonassociative algebra. This space is

\[ O = \mathbb{H} \oplus \mathbb{H}, \]  

with product given by

\[ (\alpha, \beta) \cdot (\gamma, \delta) = (\alpha \gamma - \delta \beta, \delta \alpha + \beta \gamma), \quad \alpha, \beta, \gamma, \delta \in \mathbb{H}, \]  

with conjugation \( \delta \mapsto \overline{\delta} \) on \( \mathbb{H} \) defined as in §F. We mention that, with \( \mathbb{H} = \mathbb{C} \oplus \mathbb{C} \), the product in \( \mathbb{H} \) is also given by (I.2), with \( \alpha, \beta, \gamma, \delta \in \mathbb{C} \). Furthermore, with \( \mathbb{C} = \mathbb{R} \oplus \mathbb{R} \), the product in \( \mathbb{C} \) is given by (I.2), with \( \alpha, \beta, \gamma, \delta \in \mathbb{R} \). In the setting of \( O = \mathbb{H} \oplus \mathbb{H} \), the product in (I.2) is clearly \( \mathbb{R} \)-bilinear, but it is neither commutative nor associative. However, it does retain a vestige of associativity, namely

\[ x(yz) = (xy)z \quad \text{whenever any two of } x, y, z \in O \text{ coincide.} \]  

We define a conjugation on \( O \):

\[ x = (\alpha, \beta) \implies \overline{x} = (\overline{\alpha}, -\beta). \]  

We set \( \text{Re} x = (x + \overline{x})/2 = (\text{Re} \alpha, 0) \). Note that \( a = \text{Re} x \) lies in the center of \( O \) (i.e., commutes with each element of \( O \)), and \( \overline{x} = 2a - x \). It is straightforward to check that

\[ x, y \in O \implies \text{Re} xy = \text{Re} yx. \]  

We have a decomposition

\[ x = a + u, \quad a = \text{Re} x, \quad u = x - \text{Re} x = \text{Im} x, \]  

parallel to (F.4). Again we call \( u \) the vector part of \( x \), and we say that \( u \in \text{Im}(O) \). If also \( y = b + v \), then

\[ xy = ab + av + bu + uv, \]  

with a similar formula for \( yx \), yielding

\[ xy - yx = uv - vu. \]  

We now define the inner product

\[ \langle x, y \rangle = \text{Re}(xy), \quad x, y \in O. \]
To check symmetry, note that if $x = a + u$, $y = b + v$,

(I.10) \[ \langle x, y \rangle = ab - \text{Re}(uv), \]

and (I.5) then implies

(I.11) \[ \langle x, y \rangle = \langle y, x \rangle. \]

In fact, (I.9) yields the standard Euclidean inner product on $\mathbb{O} \approx \mathbb{R}^8$, with square norm $|x|^2 = \sqrt{\langle x, x \rangle}$. We have

(I.12) \[ x = (\alpha, \beta) \implies x\overline{x} = (\alpha\overline{\alpha} + \beta\overline{\beta}, 0) = (|x|^2, 0). \]

As a consequence, we see that

(I.13) \[ x \in \mathbb{O}, \ x \neq 0, \ y = |x|^{-2}\overline{x} \implies xy = yx = 1, \]

where $1 = (1, 0)$ is the multiplicative unit in $\mathbb{O}$.

Returning to conjugation on $\mathbb{O}$, we have, parallel to (F.18),

(I.14) \[ x, y \in \mathbb{O} \implies \overline{xy} = y\overline{x}, \]

via a calculation using the definition (I.2) of the product. Using the decomposition $x = a + u$, $y = b + v$, this is equivalent to $\overline{uv} = vu$, and since $\overline{uv} = 2\text{Re}(uv) - uv = -2(u,v) - uv$, this is equivalent to

(I.15) \[ u, v \in \text{Im}(\mathbb{O}) \implies uv + vu = -2(u,v). \]

In turn, (I.15) follows from expanding $(u + v)(u + v)$ and using $w^2 = -|w|^2$ for $w \in \text{Im}(\mathbb{O})$, with $w = u, v$, and $u + v$. In light of (I.15), we can perceive a Clifford algebra action arising, via Proposition H.1, but we will not dwell on this here. (Proposition I.3 would also be needed.) We next establish the following parallel to (F.20).

**Proposition I.1.** *Given $x, y \in \mathbb{O}$,*

(I.16) \[ |xy| = |x| |y|. \]

**Proof.** To begin, we bring in the following variant of (I.3),

(I.17) \[ x, y \in \mathbb{O} \implies (xy)(yx) = ((xy)y)x, \]

which can be verified from the definition (I.2) of the product. Taking into account $\overline{x} = 2a - x$, $\overline{y} = 2b - y$, and (I.14), we have

(I.18) \[
(xy)(\overline{xy}) = (xy)(\overline{y}\overline{x}) = ((xy)\overline{y})\overline{x} \\
= (x|y|^2)\overline{x} = |x|^2|y|^2,
\]
which gives (I.16), since $|xy|^2 = (xy)(\overline{xy})$.

Continuing to pursue parallels with §F, we define a cross product on $\text{Im}(\mathcal{O})$ as follows. Given $u, v \in \text{Im}(\mathcal{O})$, set

(I.19) \[ u \times v = \frac{1}{2}(uv - vu). \]

By (I.5), this is an element of $\text{Im}(\mathcal{O})$. Also, if $x = a + u, y = b + v$,

(I.20) \[ xy - yx = 2u \times v. \]

Compare (F.6). Putting together (I.15) and (I.19), we have

(I.21) \[ uv = -(u, v) + u \times v, \quad u, v \in \text{Im}(\mathcal{O}). \]

Hence

(I.22) \[ |uv|^2 = |(u, v)|^2 + |u \times v|^2. \]

Now (I.16) implies $|uv|^2 = |u|^2 |v|^2$, and of course $\langle u, v \rangle = |u| |v| \cos \theta$, where $\theta$ is the angle between $u$ and $v$. Hence, parallel to (F.24),

(I.23) \[ |u \times v|^2 = |u|^2 |v|^2 \sin \theta|^2, \quad \forall u, v \in \text{Im}(\mathcal{O}). \]

We have the following complement.

**Proposition I.2.** If $u, v \in \text{Im}(\mathcal{O})$, then

(I.24) \[ w = u \times v \implies \langle w, u \rangle = \langle w, v \rangle = 0. \]

**Proof.** We know that $w \in \text{Im}(\mathcal{O})$. Hence, by (I.21),

(I.25) \[ \langle w, v \rangle = \langle uv, v \rangle = \text{Re}((uv)\overline{v}) \]
\[ = \text{Re}(u(v\overline{v})) = |v|^2 \text{Re} u = 0, \]

the third identity by (I.3) (applicable since $\overline{v} = -v$). The proof that $\langle w, u \rangle = 0$ is similar.

Returning to basic observations about the product (I.2), we note that it is uniquely determined as the $\mathbb{R}$-bilinear map $\mathcal{O} \times \mathcal{O} \to \mathcal{O}$ satisfying

(I.26) \[ (\alpha, 0) \cdot (\gamma, 0) = (\alpha \gamma, 0), \quad (0, \beta) \cdot (\gamma, 0) = (0, \beta \gamma), \]
\[ (\alpha, 0) \cdot (0, \delta) = (0, \delta \alpha), \quad (0, \beta) \cdot (0, \delta) = (-\delta \beta, 0), \]
for $\alpha, \beta, \gamma, \delta \in \mathbb{H}$. In particular, $\mathbb{H} \oplus 0$ is a subalgebra of $\mathbb{O}$, isomorphic to $\mathbb{H}$. As we will see, $\mathbb{O}$ has lots of subalgebras isomorphic to $\mathbb{H}$. First, let us label the “standard” basis of $\mathbb{O}$ as

(I.27) \[ 1 = (1, 0), \quad e_1 = (i, 0), \quad e_2 = (j, 0), \quad e_3 = (k, 0), \quad f_0 = (0, 1), \quad f_1 = (0, i), \quad f_2 = (0, j), \quad f_3 = (0, k), \]

and describe the associated multiplication table. The multipication table for $1, e_1, e_2, e_3$ is the same as (F.2)–(F.3), of course. We also have $f_2^2 = -1$ and all the distinct $e_\ell$ and $f_m$ anticommute. These results are special cases of the fact that

(I.28) \[ u, v \in \text{Im}(\mathbb{O}), \quad |u| = 1, \quad \langle u, v \rangle = 0 = u^2 = -1 \quad \text{and} \quad uv = -vu, \]

which is a consequence of (I.15).

To proceed with the multiplication table for $\mathbb{O}$, note that (I.26) gives

(I.29) \[ (\alpha, 0)f_0 = (0, \alpha), \]

so

(I.30) \[ e_\ell f_0 = f_\ell, \quad 1 \leq \ell \leq 3. \]

By (I.28), $f_0 e_\ell = -f_\ell$. Using the notation $\varepsilon_1 = i, \varepsilon_2 = j, \varepsilon_3 = k \in \mathbb{H}$, we have

(I.31) \[ e_\ell f_m = (\varepsilon_\ell, 0) \cdot (0, \varepsilon_m) = (0, \varepsilon_m \varepsilon_\ell), \quad 1 \leq \ell, m \leq 3, \]

and the multiplication table (F.2)–(F.3) gives the result as $-f_0$ if $\ell = m$, and $\pm f_m$ if $\ell \neq m$, where $\{\ell, m, \mu\} = \{1, 2, 3\}$. Again by (I.28), $f_m e_\ell = -e_\ell f_m$. To complete the multiplication table, we have

(I.32) \[ f_0 f_m = (0, 1) \cdot (0, \varepsilon_m) = (\varepsilon_m, 0) = e_m, \quad 1 \leq m \leq 3, \]

and

(I.33) \[ f_\ell f_m = (0, \varepsilon_\ell) \cdot (0, \varepsilon_m) = (\varepsilon_m \varepsilon_\ell, 0) = e_m e_\ell, \quad 1 \leq \ell, m \leq 3. \]

We turn to the task of constructing subalgebras of $\mathbb{O}$. To start, pick

(I.34) \[ u_1 \in \text{Im}(\mathbb{O}), \quad \text{such that} \quad |u_1| = 1. \]

By (I.28), $u_1^2 = -1$, and we have the subalgebra of $\mathbb{O}$,

(I.35) \[ \text{Span}\{1, u_1\} \approx \mathbb{C}. \]
To proceed, pick

(I.36) \[ u_2 \in \text{Im}(\mathcal{O}), \text{ such that } |u_2| = 1 \text{ and } \langle u_1, u_2 \rangle = 0, \]

and set

(I.37) \[ u_3 = u_1 u_2. \]

By (I.28),

(I.38) \[ u_2^2 = -1, \text{ and } u_2 u_1 = -u_1 u_2 = -u_3. \]

Note that

(I.39) \[ \text{Re } u_3 = \text{Re}(u_1 u_2) = -\langle u_1, u_2 \rangle = 0. \]

Also, by (I.16), \(|u_3| = 1\), so

(I.40) \[ 1 = u_3 \overline{u}_3 = -u_3^2. \]

Furthermore, by (I.3),

(I.41) \[ u_1 u_3 = u_1(u_1 u_2) = (u_1 u_1) u_2 = -u_2, \text{ and } u_3 u_2 = (u_1 u_2) u_2 = u_1(u_2 u_2) = -u_1. \]

Let us also note that

(I.42) \[ u_3 = u_1 \times u_2. \]

Hence, by Proposition I.2,

(I.43) \[ \langle u_3, u_1 \rangle = \langle u_3, u_2 \rangle = 0, \]

and, again by (I.28), \( u_3 u_1 = -u_1 u_3 \) and \( u_2 u_3 = -u_3 u_2 \). Thus we have for each such choice of \( u_1 \) and \( u_2 \) a subalgebra of \( \mathcal{O} \),

(I.44) \[ \text{Span}\{1, u_1, u_2, u_3\} \approx \mathbb{H}. \]

At this point we can make the following observation.

**Proposition I.3.** Given any two elements \( x_1, x_2 \in \mathcal{O} \), the algebra \( \mathcal{A} \) generated by \( 1, x_1 \), and \( x_2 \) is isomorphic to either \( \mathbb{R}, \mathbb{C} \), or \( \mathbb{H} \). In particular, it is associative.
**Proof.** Consider \( V = \text{Span}\{1, x_1, x_2\} \). If \( \dim V = 1 \), then \( \mathcal{A} \approx \mathbb{R} \). If \( \dim V = 2 \), the argument yielding (I.35) gives \( \mathcal{A} \approx \mathbb{C} \). If \( \dim V = 3 \), then \( \text{Im} x_1 \) and \( \text{Im} x_2 \) are linearly independent. We can pick orthonormal elements \( u_1 \) and \( u_2 \) in their span. Then \( \mathcal{A} \) is the algebra generated by \( 1, u_1, \) and \( u_2 \), and the analysis (I.34)–(I.44) gives \( \mathcal{A} \approx \mathbb{H} \).

The last assertion of Proposition I.3 contains (I.3) and (I.17) as special cases. The failure of \( \mathbb{O} \) to be associative is clearly illustrated by (I.31), which implies

\[
(I.45) \quad e_\ell(e_m f_0) = (e_m e_\ell) f_0, \quad \text{for } 1 \leq \ell, m \leq 3,
\]

so

\[
e_\ell(e_m f_0) = -(e_\ell e_m) f_0, \quad \text{if } \ell \neq m.
\]

Bringing in also (I.33) yields

\[
(I.46) \quad f_\ell(e_m f_0) = e_m e_\ell, \quad \text{while } (f_\ell e_m) f_0 = e_\ell e_m.
\]

We next explore how the subalgebra

\[
(I.47) \quad \mathcal{A} = \text{Span}\{1, u_1, u_2, u_3\},
\]

from (I.44), interacts with its orthogonal complement \( \mathcal{A}^\perp \). Pick

\[
(I.48) \quad v_0 \in \mathcal{A}^\perp, \quad |v_0| = 1.
\]

Note that \( v_0 \in \text{Im}(\mathbb{O}) \). Taking a cue from (I.30), we set

\[
(I.49) \quad v_\ell = u_\ell v_0, \quad 1 \leq \ell \leq 3.
\]

Note that \( \text{Re} \ v_\ell = -\langle u_\ell, v_0 \rangle = 0 \), so \( v_\ell \in \text{Im}(\mathbb{O}) \). We claim that

\[
(I.50) \quad \{v_0, v_1, v_2, v_3\} \text{ is an orthonormal set in } \mathbb{O}.
\]

To show this, we bring in the following operators. Given \( x \in \mathbb{O} \), define the \( \mathbb{R} \)-linear maps

\[
(I.51) \quad L_x, R_x : \mathbb{O} \longrightarrow \mathbb{O}, \quad L_x y = xy, \ R_x y = yx.
\]

By (I.16), for \( y \in \mathbb{O} \),

\[
(I.52) \quad |x| = 1 \implies |L_x y| = |R_x y| = |y|.
\]
Hence $L_x$ and $R_x$ are orthogonal transformations. Since the unit sphere in $\Omega$ is connected, $\det L_x$ and $\det R_x$ are $\equiv 1$ for such $x$, so
\begin{equation}
| x | = 1 \implies L_x, R_x \in SO(\Omega).
\end{equation}

Hence $R_{v_0} \in SO(\Omega)$. Since
\begin{equation}
v_0 = R_{v_0}1, \quad v_\ell = R_{v_0}u_\ell \text{ for } 1 \leq \ell \leq 3,
\end{equation}
we have \eqref{I.50}. We next claim that
\begin{equation}
v_\ell \perp u_m, \quad \forall \ell, m \in \{1, 2, 3\}.
\end{equation}
In fact, since $L_{u_\ell} \in SO(\Omega)$,
\begin{equation}
(v_\ell, u_m) = \langle u_\ell v_0, u_m \rangle = \langle u_\ell (u_\ell v_0), u_\ell u_m \rangle = \langle (u_\ell u_\ell) v_0, u_\ell u_m \rangle = \langle v_0, u_\ell u_m \rangle = 0,
\end{equation}
the third identity by \eqref{I.3}.

It follows that
\begin{equation}
\mathcal{A}^\perp = \text{Span}\{v_0, v_1, v_2, v_3\}.
\end{equation}
Consequently
\begin{equation}
\{1, u_1, u_2, u_3, v_0, v_1, v_2, v_3\} \text{ is an orthonormal basis of } \Omega.
\end{equation}
Results above imply that
\begin{equation}
R_{v_0} : \mathcal{A} \xrightarrow{\cong} \mathcal{A}^\perp.
\end{equation}
Such an argument applies to any unit length $v \perp \mathcal{A}$. Consequently
\begin{equation}
x \in \mathcal{A}, \quad y \in \mathcal{A}^\perp \implies xy \in \mathcal{A}^\perp.
\end{equation}
Noting that if also $x \in \text{Im}(\Omega)$ then $xy = -yx$, we readily deduce that
\begin{equation}
x \in \mathcal{A}, \quad y \in \mathcal{A}^\perp \implies xy \in \mathcal{A}^\perp.
\end{equation}
Furthermore, since $| x | = 1 \implies L_x, R_x \in SO(\Omega)$, we have
\begin{equation}
x \in \mathcal{A}^\perp \implies L_x, R_x : \mathcal{A}^\perp \longrightarrow \mathcal{A},
\end{equation}
hence
\begin{equation}
x, y \in \mathcal{A}^\perp \implies xy \in \mathcal{A}.
\end{equation}
Note that for the special case
\begin{equation}
\mathcal{H} = \mathbb{H} \oplus 0, \quad \mathcal{H}^\perp = 0 \oplus \mathbb{H},
\end{equation}
the results \eqref{I.60}–\eqref{I.63} follow immediately from \eqref{I.26}.

We have the following important result about the correspondence between the bases \eqref{I.27} and \eqref{I.58} of $\Omega$. 

\section{Appendix A.4: The Special Unitary Group $SU(3)$}

\subsection*{A.4.1. Group Structure and Fundamental Representations}

The special unitary group $SU(3)$ is the group of all $3 \times 3$ unitary matrices with determinant $1$. The Lie algebra of $SU(3)$ is $\mathfrak{su}(3)$, the space of all $3 \times 3$ skew-Hermitian matrices.

\subsection*{A.4.2. Representations of $SU(3)$}

The irreducible representations of $SU(3)$ are labeled by the Dynkin indices $\lambda = (\lambda_1, \lambda_2, \lambda_3)$, where $\lambda_i$ are non-negative integers. The dimension of the representation is $d(\lambda) = \sum_{i=1}^{3} \lambda_i + 1$.

\subsection*{A.4.3. Irreducible Representations and Their Decompositions}

The irreducible representations of $SU(3)$ can be decomposed into tensor products of the fundamental representations $\lambda = (1, 0, 0)$ and $\lambda = (0, 1, 0)$. The decomposition is given by the branching rules:

\begin{equation}
\mathbf{3} \otimes \mathbf{3} = \mathbf{6} \oplus \mathbf{3},
\end{equation}

\begin{equation}
\mathbf{3} \otimes \mathbf{3} = \mathbf{6} \oplus \overline{\mathbf{3}},
\end{equation}

\begin{equation}
\mathbf{3} \otimes \mathbf{3} = \mathbf{3} \oplus \mathbf{3} \oplus \mathbf{3}.
\end{equation}
Proposition I.4. Let $u_\ell, v_\ell \in \text{Im}(O)$ be given as in (I.47)–(I.49). Then the orthogonal transformation $K : O \to O$, defined by

$$K 1 = 1, \quad Ke_\ell = u_\ell, \quad K f_\ell = v_\ell,$$

preserves the product on $O$:

$$K(xy) = K(x)K(y), \quad \forall x, y \in O.$$

That is to say, $K$ is an automorphism of $O$.

Proof. What we need to show is that $\{u_1, u_2, u_3, v_0, v_1, v_2, v_3\}$ has the same multiplication table as $\{e_1, e_2, e_3, f_0, f_1, f_2, f_3\}$. That products involving only $\{u_\ell\}$ have such behavior follows from the arguments leading to (I.44). That $e_\ell f_0 = f_\ell$ is paralleled by $u_\ell v_0 = v_\ell$, for $1 \leq \ell \leq 3$, is the definition (I.49). It remains to show that the products $u_\ell v_m$ and $v_\ell v_m$ mirror the products $e_\ell f_m$ and $f_\ell f_m$, as given in (I.31)–(I.33).

First, we have, for $1 \leq m \leq 3$,

$$v_0 v_m = -v_m v_0 = -(u_m v_0)_0 = -u_m (v_0 v_0) = u_m,$$

mirroring (I.32). Mirroring the case $\ell = m$ of (I.31), we have

$$u_\ell v_\ell = u_\ell (u_\ell v_0) = (u_\ell u_\ell) v_0 = -v_0.$$

The analogue of (I.31) for $\ell = m$ is simple, thanks to (I.15):

$$v_\ell v_\ell = -1.$$

It remains to establish the following:

$$u_\ell v_m = (u_m u_\ell) v_0, \quad v_\ell v_m = u_m u_\ell, \quad \text{for} \ 1 \leq \ell, m \leq 3, \ \ell \neq m.$$

Expanded out, the required identities are

$$u_\ell (u_m v_0) = (u_m u_\ell) v_0, \ 1 \leq \ell, m \leq 3, \ \ell \neq m,$$

and

$$(u_\ell v_0)(u_m v_0) = u_m u_\ell, \ 1 \leq \ell, m \leq 3, \ \ell \neq m.$$

Such identities as (I.71)–(I.72) are closely related to an important class of identities known as “Moufang identities,” which we now introduce.
Proposition I.5. Given $x, y, z \in O$,

\[(I.73) \quad (xy)x = x(yxz) \quad \text{and} \quad z(xy)x = ((zx)y)x,\]

\[(I.74) \quad (xy)(zx) = x(yzx).\]

Regarding the paucity of parentheses here, we use the notation $xwx$ to mean

\[(I.75) \quad xwx = (xw)x = x(wx),\]

the last identity by (I.3). Note also that the two identities in (I.73) are equivalent, respectively, to

\[(I.76) \quad L_{xyx} = L_xL_yL_x \quad \text{and} \quad R_{xyx} = R_xR_yR_x.\]

A proof of Proposition I.5 will be given later in this appendix. We now show how (I.73)–(I.74) can be used to establish (I.71)–(I.72).

We start with (I.72), which is equivalent to

\[(I.77) \quad (v_0u_\ell)(u_mv_0) = u_\ell u_m.\]

In this case, (I.74) yields

\[(I.78) \quad (v_0u_\ell)(u_mv_0) = v_0(u_\ell u_m)v_0 \quad \text{if} \ell \neq m = u_\ell u_m,\]

via a couple of applications of (I.15). This gives (I.72).

Moving on, applying $L_{v_0}$, we see that (I.71) is equivalent to

\[(I.79) \quad v_0(u_\ell(u_mv_0)) = v_0(u_mu_\ell)v_0,\]

hence to

\[(I.80) \quad v_0(u_\ell(v_0u_m)) = v_0(u_\ell u_m)v_0.\]

Now the first identity in (I.73) implies that the left side of (I.80) is equal to

\[(I.81) \quad (v_0u_\ell v_0)u_m = u_\ell u_m,\]
the latter identity because \(v_0u_\ell v_0 = -u_\ell v_0 v_0 = u_\ell\). On the other hand, if \(\ell \neq m\), then

\[
(I.82) \quad v_0(u_\ell u_m)v_0 = -(u_\ell u_m)v_0 v_0 = u_\ell u_m,
\]

agreeing with the right side of (I.81). Thus we have (I.80), hence (I.71).

Rather than concluding that Proposition I.4 is now proved, we must reveal that the proof of Proposition I.5 given below actually uses Proposition I.4. Therefore, it is necessary to produce an alternative endgame to the proof of Proposition I.4.

We begin by noting that the approach to the proof of Proposition I.4 described above uses the identities (I.73)–(I.74) with

\[
(I.83) \quad x = v_0, \quad y = u_\ell, \quad z = u_m, \quad \ell \neq m,
\]

hence \(xy = -v_\ell, zx = v_m, yz = \pm u_h, \quad \{h, \ell, m\} = \{1, 2, 3\}\). Thus the application of the first identity of (I.73) in (I.81) is justified by the following special case of (I.76):

**Proposition I.5A.** If \(\{u, v\} \in \text{Im}(O)\) is an orthonormal set, then

\[
(I.84) \quad L_{uvu} = L_v = L_u L_v L_u.
\]

**Proof.** Under these hypotheses, \(u^2 = -1\) and \(uv = -vu\). Bringing in (I.3), we have

\[
(I.85) \quad uvu = -u^2 v = v,
\]

which gives the first identity in (I.84). We also have

\[
(I.86) \quad a \in \text{Im}(O) \implies L_a^2 = L_a = -|a|^2 I,
\]

the first identity by (I.3). Thus

\[
(I.87) \quad -2I = L_{(u+v)}^2 = (L_u + L_v)(L_u + L_v),
\]

so

\[
(I.88) \quad L_u L_v = -L_v L_u,
\]

and hence

\[
(I.89) \quad L_u L_v L_u = -L_v L_u^2 = L_v,
\]
giving the second identity in (I.84).

As for the application of (I.74) to (I.78), we need the special case

\[(uv)(wu) = u(vw)u,\]

for \(u = v_0, v = u_\ell, w = u_m, \ell \neq m, 1 \leq \ell, m \leq 3\) (so \(uv = -v_\ell\)), in which cases

\[
\{u, v, w, uv\}, \{u, vw\} \subset \text{Im}(\mathcal{O}), \text{ are orthonormal sets.}
\]

In such a case, \(u(vw)u = -(vw)u^2 = vw\), so it suffices to show that

\[(uv)(wu) = vw,\]

for

\[
\{u, v, w, uv\} \subset \text{Im}(\mathcal{O}), \text{ orthonormal.}
\]

When (I.93) holds, we say \(\{u, v, w\}\) is a Cayley triangle. The following takes care of our needs.

**Proposition I.5B.** Assume \(\{u, v, w\}\) is a Cayley triangle. Then

\[(uv)(wu) = vw,\]

so

\[
\{u, v, uw\} \subset \text{Im}(\mathcal{O}), \text{ is a Cayley triangle,}
\]

and (I.92) holds.

**Proof.** To start, the hypotheses imply

\[
u = -u, \quad vw = -vw, \quad uw = -wu, \quad (vu)w = -w(vu),
\]

so

\[
v(uw) + (vu)w = -v(wu) - w(vu)
\]

\[
= (v^2 + w^2)u - (v + w)(vu + wu)
\]

\[
= (v + w)^2u - (v + w)((v + w)u)
\]

\[
= 0,
\]

and we have (I.94). Next,

\[
\langle uv, uw \rangle = \langle L_u v, L_w u \rangle = \langle u, w \rangle = 0,
\]
I. Octonions

since $L_u \in SO(\mathbb{O})$. Thus $\{u, v, uw\}$ is a Cayley triangle. Applying (I.94) to this Cayley triangle (and bringing in (I.3)) then gives

$$\begin{align*}
(vu)(uw) &= -v(uuw) \\
&= -v(u^2w) \\
&= vw,
\end{align*}$$

yielding (I.92).

At this point, we have a complete proof of Proposition I.4.

The set of automorphisms of $\mathbb{O}$ is denoted $\text{Aut}(\mathbb{O})$. Note that $\text{Aut}(\mathbb{O})$ is a group, i.e.,

(I.100) \quad $K_j \in \text{Aut}(\mathbb{O}) \implies K_1K_2, K_j^{-1} \in \text{Aut}(\mathbb{O})$.

Clearly $K \in \text{Aut}(\mathbb{O}) \implies K1 = 1$. The following result will allow us to establish a converse to Proposition I.4.

**Proposition I.6.** Assume $K \in \text{Aut}(\mathbb{O})$. Then

(I.101) \quad $K : \text{Im}(\mathbb{O}) \rightarrow \text{Im}(\mathbb{O})$.

Consequently

(I.102) \quad $Kx = \bar{x}, \quad \forall x \in \mathbb{O}$,

and

(I.103) \quad $|Kx| = |x|, \quad \forall x \in \mathbb{O}$,

so $K : \mathbb{O} \rightarrow \mathbb{O}$ is an orthogonal transformation.

**Proof.** To start, we note that, given $x \in \mathbb{O}$, $x^2$ is real if and only if either $x$ is real or $x \in \text{Im}(\mathbb{O})$. Now, given $u \in \text{Im}(\mathbb{O})$,

(I.104) \quad $(Ku)^2 = K(u^2) = -|u|^2K1 = -|u|^2$ (real),

so either $Ku \in \text{Im}(\mathbb{O})$ or $Ku = a$ is real. In the latter case, we have $K(a^{-1}u) = 1$, so $a^{-1}u = 1$, so $u = a$, contradicting the hypothesis that $u \in \text{Im}(\mathbb{O})$. This gives (I.101). The result (I.102) is an immediate consequence. Thus, for $x \in \mathbb{O}$,

(I.105) \quad $|Kx|^2 = (Kx)(\bar{Kx}) = (Kx)(K\bar{x}) = K(x\bar{x}) = |x|^2$,

giving (I.103).

Now, given $K \in \text{Aut}(\mathbb{O})$, define $u_1, u_2,$ and $v_0$ by

(I.106) \quad $u_1 = Ke_1, \quad u_2 = Ke_2, \quad v_0 = Kf_0$.

By Proposition I.6, these are orthonormal elements of $\text{Im}(\mathbb{O})$. Also, $A = K(\mathcal{H})$, spanned by $1, u_1, u_2,$ and $u_1u_2 = u_1 \times u_2$, is a subalgebra of $\mathbb{O}$, and $v_0 \in A^\perp$. These observations, together with Proposition I.4, yield the following.
**Proposition I.7.** The formulas (I.106) provide a one-to-one correspondence between the set of automorphisms of $\mathcal{O}$ and

$$\text{the set of ordered orthonormal triples } (u_1, u_2, v_0) \text{ in } \Im(\mathcal{O})$$

such that $v_0$ is also orthogonal to $u_1 \times u_2$, that is,

$$\text{the set of Cayley triangles in } \Im(\mathcal{O}).$$

It can be deduced from (I.107) that $\text{Aut}(\mathcal{O})$ is a Lie group of dimension 14.

We return to the Moufang identities and use the results on $\text{Aut}(\mathcal{O})$ established above to prove them.

**Proof of Proposition I.5.** Consider the first identity in (I.73), i.e.,

$$\text{(I.108) } (xyz)z = x(y(xz)), \quad \forall x, y, z \in \mathcal{O}.$$  

We begin with a few simple observations. First, (I.108) is clearly true if any one of $x, y, z$ is scalar, or if any two of them coincide (thanks to Proposition I.3). Also, both sides of (I.108) are linear in $y$ and in $z$. Thus, it suffices to treat (I.108) for $y, z \in \Im(\mathcal{O})$. Meanwhile, multiplying by a real number and applying an element of $\text{Aut}(\mathcal{O})$, we can assume $x = a + e_1$, for some $a \in \mathbb{R}$.

To proceed, (I.108) is clear for $y \in \text{Span}(1, x)$, so, using the linearity in $y$, and applying Proposition I.7 again, we can arrange that $y = e_2$. Given this, (I.108) is clear for $z \in \mathcal{H} = \text{Span}(1, e_2, e_2, e_3 = e_1 e_2)$. Thus, using linearity of (I.108) in $z$, it suffices to treat $z \in \mathcal{H}^\perp$, and again applying an element of $\text{Aut}(\mathcal{O})$, we can assume $z = f_1$.

At this point, we have reduced the task of proving (I.108) to checking it for

$$\text{(I.109) } x = a + e_1, \quad y = e_2, \quad z = f_1, \quad a \in \mathbb{R},$$

and this is straightforward. Similar arguments applied to the second identity in (I.73), and to (I.74), reduce their proofs to a check in the case (I.109).

We next look at some interesting subgroups of $\text{Aut}(\mathcal{O})$. Taking $Sp(1)$ to be the group of unit quaternions, as in (F.25), we have group homomorphisms

$$\text{(I.110) } \alpha, \beta : Sp(1) \rightarrow \text{Aut}(\mathcal{O}),$$

given by

$$\text{(I.111) } \alpha(\xi)(\zeta, \eta) = (\xi \xi, \xi \eta \xi), \quad \beta(\xi)(\zeta, \eta) = (\zeta, \xi \eta).$$
where \( \zeta, \eta \in \mathbb{H} \) define \((\zeta, \eta) \in \mathbb{O}\). As in (F.31)–(F.36), for \( \xi \in Sp(1) \), \( \pi(\xi)\zeta = \xi \zeta \xi^* \) gives an automorphism of \( \mathbb{H} \), and it commutes with conjugation in \( \mathbb{H} \), so the fact that \( \alpha(\xi) \) is an automorphism of \( \mathbb{O} \) follows from the definition (I.2) of the product in \( \mathbb{O} \). The fact that \( \beta(\xi) \) is an automorphism of \( \mathbb{O} \) also follows directly from (I.2). Parallel to (F.34),

(I.112) \[ \text{Ker} \alpha = \{ \pm 1 \} \subset Sp(1), \]

so the image of \( Sp(1) \) under \( \alpha \) is a subgroup of \( \text{Aut}(\mathbb{O}) \) isomorphic to \( SO(3) \). Clearly \( \beta \) is one-to-one, so it yields a subgroup of \( \text{Aut}(\mathbb{O}) \) isomorphic to \( Sp(1) \).

These two subgroups of \( \text{Aut}(\mathbb{O}) \) do not commute with each other. In fact, we have, for \( \xi_j \in Sp(1) \), \((\zeta, \eta) \in \mathbb{O}\),

(I.113) \[ \begin{align*}
\alpha(\xi_1)\beta(\xi_2)(\zeta, \eta) &= (\xi_1\zeta_1, \xi_1\zeta_2 \eta \xi_1^*), \\
\beta(\xi_2)\alpha(\xi_1)(\zeta, \eta) &= (\xi_1\zeta_1^*, \xi_2\zeta_1 \eta \xi_1^*). 
\end{align*} \]

Note that, since \( \xi_2\xi_1 = \xi_1(\xi_1^*\xi_2\xi_1) \),

(I.114) \[ \beta(\xi_2)\alpha(\xi_1) = \alpha(\xi_1)\beta(\xi_1^*\xi_2) \]

It follows that

(I.115) \[ G_H = \{ \alpha(\xi_1)\beta(\xi_2) : \xi_j \in Sp(1) \} \]

is a subgroup of \( \text{Aut}(\mathbb{O}) \). It is clear from (I.111) that each automorphism \( \alpha(\xi_1), \beta(\xi_2) \), and hence each element of \( G_H \), preserves \( \mathcal{H} \) (and also \( \mathcal{H}^+ \)). The converse also holds:

**Proposition I.8.** The group \( G_H \) is the group of all automorphisms of \( \mathbb{O} \) that preserve \( \mathcal{H} \).

**Proof.** Indeed, suppose \( K \in \text{Aut}(\mathbb{O}) \) preserves \( \mathcal{H} \). Then \( K|_\mathcal{H} \) is an automorphism of \( \mathcal{H} \approx \mathbb{H} \). Arguments in the paragraph containing (F.35)–(F.38) imply that there exists \( \xi_1 \in Sp(1) \) such that \( K|_\mathcal{H} = \alpha(\xi_1)|_\mathcal{H} \), so \( K_0 = \alpha(\xi_1)^{-1}K \in \text{Aut}(\mathbb{O}) \) is the identity on \( \mathcal{H} \). Now \( K_0f_1 = (0, \xi_2) \) for some \( \xi_2 \in Sp(1) \), and it then follows from Proposition I.7 that \( K_0 = \beta(\xi_2) \). Hence \( K = \alpha(\xi_1)\beta(\xi_2) \), as desired.

For another perspective on \( G_H \), we bring in

(I.115A) \[ \tilde{\alpha} : Sp(1) \longrightarrow \text{Aut}(\mathbb{O}), \quad \tilde{\alpha}(\xi) = \beta(\xi)\alpha(\xi). \]

Note that

(I.115B) \[ \tilde{\alpha}(\xi)(\zeta, \eta) = (\xi \eta \xi^*, \eta \xi \xi^*), \]
so $\tilde{\alpha}$ is a group homomorphism. Another easy consequence of (I.115B) is that $\tilde{\alpha}(\xi_1)$ and $\beta(\xi_2)$ commute, for each $\xi_j \in Sp(1)$. We have a surjective group homomorphism

(I.115C) \[ \tilde{\alpha} \times \beta : Sp(1) \times Sp(1) \longrightarrow G_H. \]

Note that $\text{Ker}(\tilde{\alpha} \times \beta) = \{(1, 1), (-1, -1)\}$, with 1 denoting the unit in $\mathbb{H}$. Comparison with (G.33)–(G.34) and Lemma G.3 gives

(I.115D) \[ G_H \approx SO(4). \]

We now take a look at one-parameter families of automorphisms of $O$, of the form

(I.116) \[ K(t) = e^{tA}, \quad A \in L(O), \]

where $e^{tA}$ is the matrix exponential, introduced in §25. To see when such linear transformations on $O$ are automorphisms, we differentiate the identity

(I.117) \[ K(t)(xy) = (K(t)x)(K(t)y), \quad x, y \in O, \]

obtaining

(I.118) \[ A(xy) = (Ax)y + x(Ay), \quad x, y \in O. \]

When (I.118) holds, we say

(I.119) \[ A \in \text{Der}(O). \]

**Proposition I.9.** Given $A \in L(O)$, $e^{tA} \in \text{Aut}(O)$ for all $t \in \mathbb{R}$ if and only if $A \in \text{Der}(O)$.

**Proof.** The implication $\Rightarrow$ was established above. For the converse, suppose $A$ satisfies (I.118). Take $x, y \in O$, and set

(I.120) \[ X(t) = (e^{tA}x)(e^{tA}y). \]

Applying $d/dt$ gives

\[
\frac{dX}{dt} = (Ae^{tA}x)(e^{tA}y) + (e^{tA}x)(Ae^{tA}y)
\]

(I.121) \[ = A((e^{tA}x)(e^{tA}y)) = AX(t), \]

the second identity by (I.118). Since $X(0) = xy$, it follows from the uniqueness argument in (25.11)–(25.16) that

(I.122) \[ X(t) = e^{tA}(xy), \]

so indeed $e^{tA} \in \text{Aut}(O)$.

The set $\text{Der}(O)$ has the following structure.
**Proposition I.10.** Der(\(\mathbb{O}\)) is a linear subspace of \(\mathcal{L}(\mathbb{O})\) satisfying

\[
A, B \in \text{Der}(\mathbb{O}) \implies [A, B] \in \text{Der}(\mathbb{O}),
\]

where \([A, B] = AB - BA\). That is, Der(\(\mathbb{O}\)) is a Lie algebra.

**Proof.** That Der(\(\mathbb{O}\)) is a linear space is clear from the defining property (I.118). Furthermore, if \(A, B \in \text{Der}(\mathbb{O})\), then, for all \(x, y \in \mathbb{O}\),

\[
AB(xy) = A((Bx)y) + A(x(By))
= (ABx)y + (Bx)(Ay) + (Ax)(By) + x(ABy),
\]

and similarly

\[
BA(xy) = (BAx)y + (Ax)(By) + (Bx)(Ay) + x(BAy),
\]

so

\[
[A, B](xy) = ([A, B]x)y + x([A, B]y),
\]

and we have (I.123).

By Proposition I.6, if \(A \in \text{Der}(\mathbb{O})\), then \(e^{tA}\) is an orthogonal transformation for each \(t \in \mathbb{R}\). As in Exercise 9 of §25, we have

\[
(e^{tA})^* = e^{tA^*},
\]

so

\[
A \in \text{Der}(\mathbb{O}) \implies A^* = -A,
\]

i.e., \(A\) is skew-adjoint. It is clear that

\[
A \in \text{Der}(\mathbb{O}) \implies A : \text{Im}(\mathbb{O}) \to \text{Im}(\mathbb{O}),
\]

and since \(\text{Im}(\mathbb{O})\) is odd dimensional, the structural result Proposition 11.4 implies

\[
A \in \text{Der}(\mathbb{O}) \implies \mathcal{N}(A) \cap \text{Im}(\mathbb{O}) \neq 0.
\]

As long as \(A \neq 0\), we can also deduce from Proposition 11.4 that \(\text{Im}(\mathbb{O})\) contains a two-dimensional subspace with orthonormal basis \(\{u_1, u_2\}\), invariant under \(A\), and with respect to which \(A\) is represented by a \(2 \times 2\) block

\[
\begin{pmatrix}
0 & -\lambda \\
\lambda & 0
\end{pmatrix}.
\]
Then, by (I.118),

\[
A(u_1u_2) = (Au_1)u_2 + u_1(Au_2)
\]

(I.132)

\[
= \lambda u_2^2 - \lambda u_1^2
\]

\[
= 0,
\]

so \(u_1u_2 = u_1 \times u_2 \in \mathcal{N}(A) \cap \text{Im}(\mathcal{O})\). As in (I.36)–(I.44), \(\text{Span}\{1, u_1, u_2, u_3 = u_1u_2\} = \mathcal{A}\) is a subalgebra of \(\mathcal{O}\) isomorphic to \(\mathbb{H}\). We see that \(\mathcal{A}\) preserves \(\mathcal{A}\), so the associated one-parameter group of automorphisms \(e^{tA}\) preserves \(\mathcal{A}\).

Using Proposition I.7, we can pick \(K \in \text{Aut}(\mathcal{O})\) taking \(\mathcal{A}\) to \(\mathcal{H}\), and deduce the following.

**Proposition I.11.** Given \(A \in \text{Der}(\mathcal{O})\), there exists \(K \in \text{Aut}(\mathcal{O})\) such that

\[
K e^{tA} K^{-1} \in G_\mathcal{H}, \quad \forall t \in \mathbb{R}.
\]

Note that then

\[
K e^{tA} K^{-1} = e^{t\tilde{A}}, \quad \tilde{A} = KAK^{-1} \in \text{Der}(\mathcal{O}),
\]

and (I.133) is equivalent to

\[
\tilde{A} : \mathcal{H} \rightarrow \mathcal{H}, \quad \tilde{A} \in \text{Der}(\mathcal{O}),
\]

which also entails \(\tilde{A} : \mathcal{H}^\perp \rightarrow \mathcal{H}^\perp\), since \(\tilde{A}\) is skew-adjoint. When (I.135) holds, we say

\[
\tilde{A} \in D_\mathcal{H}.
\]

Going further, suppose we have \(d\) commuting elements of \(\text{Der}(\mathcal{O})\):

\[
A_j \in \text{Der}(\mathcal{O}), \quad A_j A_k = A_k A_j, \quad j, k \in \{1, \ldots, d\}.
\]

A modification of the arguments leading to Proposition 11.4 yields a two-dimensional subspace of \(\text{Im}(\mathcal{O})\), with orthonormal basis \(\{u_1, u_2\}\), invariant under each \(A_j\), with respect to which each \(A_j\) is represented by a \(2 \times 2\) block as in (I.131), with \(\lambda\) replaced by \(\lambda_j\) (possibly 0). As in (I.132),

\[
A_j(u_1u_2) = 0, \quad 1 \leq j \leq d,
\]

so each \(A_j\) preserves \(\mathcal{A} = \text{Span}\{1, u_1, u_2, u_3 = u_1u_2\}\), and so does each one-parameter group of automorphisms \(e^{tA_j}\). Bringing in \(K \in \text{Aut}(\mathcal{O})\), taking \(\mathcal{A}\) to \(\mathcal{H}\), we have the following variant of Proposition I.11.
Proposition I.12. Given commuting $A_j \in \text{Der}(\mathbb{O})$, $1 \leq j \leq d$, there exists $K \in \text{Aut}(\mathbb{O})$ such that

$$K e^{tA_j} K^{-1} \in G_H, \quad \forall t \in \mathbb{R}, \quad j \in \{1, \ldots, d\}. \quad (I.139)$$

As a consequence, we have

$$\tilde{A}_j = KA_j K^{-1} \in D_H, \quad \tilde{A}_j \tilde{A}_k = \tilde{A}_k \tilde{A}_j, \quad 1 \leq j, k \leq d. \quad (I.140)$$

Consequently, $e^{t\tilde{A}_j}$ are mutually commuting one-parameter subgroups of $G_H$, i.e.,

$$e^{t_j \tilde{A}_j} \in G_H, \quad e^{t_j \tilde{A}_j} e^{t_k \tilde{A}_k} = e^{t_k \tilde{A}_k} e^{t_j \tilde{A}_j}, \quad 1 \leq j, k \leq d. \quad (I.141)$$

One can produce pairs of such commuting groups, as follows. Take

$$\tilde{A}_j = K A_j K^{-1} \in D_H, \quad \tilde{A}_j \tilde{A}_k = \tilde{A}_k \tilde{A}_j, \quad 1 \leq j, k \leq d. \quad (I.142)$$

with $\beta$ as in (I.110)–(I.111), $\tilde{\alpha}$ as in (I.115A)–(I.115B), and $\xi_\nu(t)$ one-parameter subgroups of $Sp(1)$, for example

$$\xi_\nu(t) = e^{t\omega_\nu}, \quad \omega_\nu \in \text{Im}(\mathbb{H}) = \text{Span}\{i, j, k\}. \quad (I.143)$$

The exponential $e^{t\omega_\nu}$ is amenable to a treatment parallel to that given in §25. Mutual commutativity in (I.142) follows from the general mutual commutativity of $\tilde{\alpha}$ and $\beta$. The following important structural information on $\text{Aut}(\mathbb{O})$ says $d = 2$ is as high as one can go.

Proposition I.13. If $A_j \in \text{Der}(\mathbb{O})$ are mutually commuting, for $j \in \{1, \ldots, d\}$, and if $\{A_j\}$ is linearly independent in $L(\mathbb{O})$, then $d \leq 2$.

Proof. To start, we obtain from $A_j$ the mutually commuting one-parameter groups $Ke^{tA_j}K^{-1}$, subgroups of $G_H$. Taking inverse images under the two-to-one surjective homomorphism (I.115C), we get mutually commuting one-parameter subgroups $\gamma_j(t)$ of $Sp(1) \times Sp(1)$, which can be written

$$\gamma_j(t) = \left( e^{t\omega_j}, e^{t\sigma_j} \right), \quad \omega_j, \sigma_j \in \text{Im}(\mathbb{H}), \quad 1 \leq j \leq d. \quad (I.144)$$

Parallel to Proposition 25.6, this commutativity requires $\{\omega_j : 1 \leq j \leq d\}$ to commute in $\mathbb{H}$ and it also requires $\{\sigma_j : 1 \leq j \leq d\}$ to commute in $\mathbb{H}$. These conditions in turn require each $\omega_j$ to be a real multiple of some $\omega^\# \in \text{Im}(\mathbb{H})$ and each $\sigma_j$ to be a real multiple of some $\sigma^\# \in \text{Im}(\mathbb{H})$. 
Now the linear independence of \( \{A_j : 1 \leq j \leq d\} \) in \( \text{Der}(\mathcal{O}) \) implies the linear independence of \( \{(\omega_j, \sigma_j) : 1 \leq j \leq d\} \) in \( \text{Im}(\mathbb{H}) \oplus \text{Im}(\mathbb{H}) \), and this implies \( d \leq 2 \).

We turn to the introduction of another interesting subgroup of \( \text{Aut}(\mathcal{O}) \). Note that, by Proposition I.7, given any unit \( u_1 \in \text{Im}(\mathcal{O}) \), there exists \( K \in \text{Aut}(\mathcal{O}) \) such that \( Ke_1 = u_1 \). Consequently, \( \text{Aut}(\mathcal{O}) \), acting on \( \text{Im}(\mathcal{O}) \) as a group of orthogonal transformations, acts transitively on the unit sphere \( S \approx \mathbb{R}^7 \), i.e., on \( S \approx S^6 \). Referring to (E.30)–(E.31), we are hence interested in the group

\[
\{K \in \text{Aut}(\mathcal{O}) : Ke_1 = e_1\} = \mathcal{G}_{e_1}.
\]

We claim that

\[
\mathcal{G}_{e_1} \approx SU(3).
\]

As preparation for the demonstration, note that each \( K \in \mathcal{G}_{e_1} \) is an orthogonal linear transformation on \( \mathcal{O} \) that leaves invariant \( \text{Span}\{1, e_1\} \), and hence it also leaves invariant the orthogonal complement

\[
V = \text{Span}\{1, e_1\}^\perp = \text{Span}\{e_2, e_3, f_0, f_1, f_2, f_3\},
\]

a linear space of \( \mathbb{R} \)-dimension 6. We endow \( V \) with a complex structure. Generally, a complex structure on a real vector space \( V \) is an \( \mathbb{R} \)-linear map \( J : V \to V \) such that \( J^2 = -I_V \). One can check that this requires \( \dim \mathbb{R} V \) to be even, say \( 2k \). Then \( (V, J) \) has the structure of a complex vector space, with

\[
(a + ib)v = av + bJv, \quad a, b \in \mathbb{R}, \ v \in V.
\]

One has \( \dim_{\mathbb{C}} (V, J) = k \). If \( V \) is a real inner product space, with inner product \( \langle , \rangle \), and if \( J \) is orthogonal (hence skew-adjoint) on \( V \), then \( (V, J) \) gets a natural Hermitian inner product

\[
\langle u, v \rangle = \langle u, v \rangle + i\langle u, Jv \rangle,
\]

satisfying (9.5)–(9.7). If \( T : V \to V \) preserves \( \langle , \rangle \) and commutes with \( J \), then it also preserves \( \langle , \rangle \), so it is a unitary transformation on \( (V, J) \).

We can apply this construction to \( V \) as in (I.147), with

\[
Jv = L_{e_1}v = e_1v,
\]

noting that \( L_{e_1} \) is an orthogonal map on \( \mathcal{O} \) that preserves \( \text{Span}\{1, e_1\} \), and hence also preserves \( V \). To say that an \( \mathbb{R} \)-linear map \( K : V \to V \) is \( \mathbb{C} \)-linear is to say that \( K(e_1v) = e_1K(v) \), for all \( v \in V \). Clearly this holds if
I. Octonions

K ∈ Aut(𝔪) and Ke₁ = e₁. Thus each element of \(G_{e₁}\) defines a complex linear orthogonal (hence unitary) transformation on \(V\), and we have an injective group homomorphism

\[
G_{e₁} \rightarrow U(V, J).
\]

Note that the 6 element real orthonormal basis of \(V\) in (I.147) yields the 3 element orthonormal basis of \((V, J)\),

\[
\{e₂, f₀, f₂\},
\]

since

\[
e₃ = e₁e₂, \quad f₁ = e₁f₀, \quad f₃ = -e₁f₂,
\]

the latter two identities by (I.30)–(I.31). This choice of basis yields the isomorphism

\[
U(V, J) \approx U(3).
\]

We aim to identify the image of \(G_{e₁}\) in \(U(3)\) that comes from (I.151) and (I.154).

To accomplish this, we reason as follows. From Proposition I.7 it follows that there is a natural one-to-one correspondence between the elements of \(G_{e₁}\) and

\[
\text{the set of ordered orthonormal pairs } \{u₂, v₀\} \text{ in } V \quad \text{such that also } v₀ \perp e₁u₂,
\]

or, equivalently,

\[
\text{the set of ordered orthonormal pairs } \{u₂, v₀\} \text{ in } (V, J),
\]

where \((V, J)\) carries the Hermitian inner product (I.149). In fact, the correspondence associates to \(K ∈ G_{e₁}\) (i.e., \(K ∈ Aut(𝔪)\) and \(Ke₁ = e₁\)) the pair

\[
u₂ = Ke₂, \quad v₀ = Kf₀.
\]

Then the image of \(G_{e₁}\) in \(U(V, J)\) in (I.151) is uniquely determined by the action of \(K\) on the third basis element in (I.152), as

\[
Kf₂ = K(e₂f₀) = K(e₂)K(f₀) = u₂v₀ = u₂ × v₀,
\]

where we recall from (I.30) that \(f₂ = e₂f₀\), and the last identity in (I.158) follows from (I.21).
From (I.155)–(I.156), it can be deduced that $G_{e_1}$ is a compact, connected Lie group of dimension 8. Then (I.150) and (I.153) present $G_{e_1}$ as isomorphic to a subgroup (call it $\tilde{G}$) of $U(3)$ that is a compact, connected Lie group of dimension 8. Meanwhile, $\dim U(3) = 9$, so $\tilde{G}$ has codimension 1. We claim that this implies

\[(I.159) \quad \tilde{G} = SU(3).\]

We sketch a proof of (I.159), using some elements of Lie group theory.

To start, one can show that a connected, codimension-one subgroup of a compact, connected Lie group must be normal (recall the definition from (E.17)). Hence $\tilde{G}$ is a normal subgroup of $U(3)$. As in (E.27)–(E.29), this implies $U(3)/\tilde{G}$ is a group. This quotient is a compact Lie group of dimension 1, hence isomorphic to $S^1 = \{ z \in \mathbb{C} : |z| = 1 \}$, and the projection $U(3) \to U(3)/\tilde{G}$ produces a continuous, surjective group homomorphism

\[(I.160) \quad \vartheta : U(3) \longrightarrow S^1, \quad \text{Ker} \vartheta = \tilde{G}.\]

Now a complete list of such homomorphisms is given by

\[(I.161) \quad \vartheta_j(K) = (\det K)^j, \quad j \in \mathbb{Z} \setminus 0,\]

and in such a case, Ker $\vartheta_j$ has $|j|$ connected components. Then connectivity of $\tilde{G}$ forces $\vartheta = \vartheta_{\pm 1}$ in (I.160), which in turn gives (I.159).

It is useful to take account of various subgroups of Aut$(\mathbb{O})$ that are conjugate to $G_H$ (given by (I.115)) or to $G_{e_1}$ (given by (I.145)). In particular, when $A \subset \mathbb{O}$ is a four-dimensional subalgebra, we set

\[(I.162) \quad G_A = \{ K \in \text{Aut}(\mathbb{O}) : K(A) \subset A \},\]

and if $u \in \text{Im}(\mathbb{O}), |u| = 1$, we set

\[(I.163) \quad G_u = \{ K \in \text{Aut}(\mathbb{O}) : Ku = u \}.\]

We see that each group $G_A$ is conjugate to $G_H$, and isomorphic to $SO(4)$, and each group $G_u$ is conjugate to $G_{e_1}$, and isomorphic to $SU(3)$.

It is of interest to look at $G_u \cap G_v$, where $u$ and $v$ are unit elements of Im$(\mathbb{O})$ that are not collinear. Then

\[(I.164) \quad G_u \cap G_v = \{ K \in \text{Aut}(\mathbb{O}) : K = I \text{ on } \text{Span}\{u,v\} \}.\]

Now we can write $\text{Span}\{u,v\} = \text{Span}\{u_1,u_2\}$, with $u_1 = u, u_2 \perp u_1$, and note that $Ku_j = u_j \Rightarrow K(u_1u_2) = u_1u_2$, so (I.164) is equal to

\[(I.165) \quad G_A = \{ K \in \text{Aut}(\mathbb{O}) : K = I \text{ on } A \},\]
where $A = \text{Span}\{1, u_1, u_2, u_1u_2\}$ is a four-dimensional subalgebra of $O$. Clearly

\[(I.166) \quad G_A \subset G_A, \quad \text{and} \quad G_A \approx Sp(1) \approx SU(2).\]

In fact, $G_A$ is conjugate to $G_K = \beta(Sp(1))$, with $\beta$ as in (I.110)–(I.111).

Extending (I.147), we have associated to each unit $u \in \text{Im}(O)$ the space

\[(I.167) \quad V_u = \text{Span}\{1, u\}^\perp,
\]

and $L_u : V_u \to V_u$ gives a complex structure $J_u = L_u|_{V_u}$, so $(V_u, J_u)$ is a three-dimensional complex vector space. Parallel to (I.151), we have an injective group homomorphism

\[(I.168) \quad G_u \longrightarrow U(V_u, J_u),\]

whose image is a codimension-one subgroup isomorphic to $SU(3)$. Associated to the family $(V_u, J_u)$ is the following interesting geometrical structure. Consider the unit sphere $S \approx S^6$ in $\text{Im}(O)$. There is a natural identification of $V_u$ with the tangent space $T_uS$ to $S$ at $u$:

\[(I.169) \quad T_uS = V_u,
\]

and the collection of complex structures $J_u$ gives $S$ what is called an almost complex structure. Now an element $K \in \text{Aut}(O)$ acts on $S$, thanks to Proposition I.6. Furthermore, for each $u \in S$,

\[(I.170) \quad K : V_u \longrightarrow V_{Ku}\]

is an isometry, and it is $C$-linear, since

\[(I.171) \quad v \in V_u \Rightarrow K(uv) = K(u)K(v).
\]

Thus $\text{Aut}(O)$ acts as a group of rotations on $S$ that preserve its almost complex structure. In fact, this property characterizes $\text{Aut}(O)$. To state this precisely, we bring in the following notation. Set

\[(I.172) \quad \iota : \text{Aut}(O) \longrightarrow SO(\text{Im}(O)), \quad \iota(K) = K|_{\text{Im}(O)}.
\]

This is an injective group homomorphism, whose image we denote

\[(I.173) \quad A^b(O) = \iota \text{Aut}(O).
\]

The inverse of the isomorphism $\iota : \text{Aut}(O) \to A^b(O)$ is given by

\[j|_{A^b(O)} : j : SO(\text{Im}(O)) \to SO(O),
\]

\[(I.174) \quad J(K_0)(a + u) = a + K_0u.
\]

Our result can be stated as follows.
Proposition I.14. The group $\Gamma$ of rotations on $\text{Im}(\mathbb{O})$ that preserve the almost complex structure of $S$ is equal to $A^b(\mathbb{O})$.

Proof. We have seen that $A^b(\mathbb{O}) \subset \Gamma$. It remains to prove that $\Gamma \subset A^b(\mathbb{O})$, so take $K_0 \in \Gamma$, and set $K = j(K_0)$, as in (I.174). We need to show that $K \in \text{Aut}(\mathbb{O})$. First, one readily checks that, if $K = j(K_0)$, then

\begin{equation}
K \in \text{Aut}(\mathbb{O}) \iff K(uv) = K(u)K(v), \forall u, v \in \text{Im}(\mathbb{O})
\end{equation}

and furthermore we can take $|u| = 1$. Now the condition $K_0 \in \Gamma$ implies

\begin{equation}
K_0(uv) = K_0(u)K_0(v), \forall u \in \text{Im}(\mathbb{O}), v \in V_u.
\end{equation}

To finish the argument, we simply note that if $K_0 \in \Gamma$ and $K = j(K_0)$, and if $u$ is a unit element of $\text{Im}(\mathbb{O})$ and $v \in V_u$, then for all $a \in \mathbb{R}$,

\begin{align}
K(u(au + v)) &= K(-a + uv) \\
&= -a + K_0(uv) \\
&= -a + K_0(u)K_0(v),
\end{align}

while

\begin{align}
(Ku)(K(au + v)) &= (K_0u)(aK_0u + K_0v) \\
&= a(K_0u)^2 + (K_0u)(K_0v) \\
&= -a + K_0(u)K_0(v).
\end{align}

This finishes the proof.

Results discussed above provide an introduction to the structure of $\text{Aut}(\mathbb{O})$. In the theory of Lie groups, $\text{Aut}(\mathbb{O})$ has been shown to be isomorphic to a group denoted $G_2$. The “2” comes from Proposition I.13. For further material on octonions and their automorphisms, and other concepts introduced in this appendix, we refer to [SV] and [Por], and also the survey article [B], and to Chapter 6 of [H].
J. Noetherian rings and Noetherian modules

Throughout this appendix, $\mathcal{R}$ will be a commutative ring with unit. As stated below (23.92), we say $\mathcal{R}$ is a Noetherian ring provided the following condition (called the ascending chain condition) holds:

\[(J.1) \quad \mathcal{I}_j \subset \mathcal{R} \text{ ideals in } \mathcal{R}, \quad \mathcal{I}_1 \subset \mathcal{I}_2 \subset \cdots \subset \mathcal{I}_k \subset \cdots \]
\[
\implies \mathcal{I}_\ell = \mathcal{I}_{\ell+1} = \cdots, \text{ for some } \ell.
\]

The content of Proposition 23.6 is that

\[(J.2) \quad \mathcal{R} \text{ is a PID } \implies \mathcal{R} \text{ is Noetherian.}
\]

In particular, $\mathcal{R}$ is Noetherian if it is a field, which is clear, since then its only ideals are 0 and $\mathcal{R}$. We will show that the polynomial rings $\mathcal{R}[x_1, \ldots, x_n]$ are Noetherian whenever $\mathcal{R}$ is Noetherian, so other examples of Noetherian rings include

\[(J.3) \quad \mathbb{Z}[x_1, \ldots, x_n] \text{ and } \mathbb{F}[x_1, \ldots, x_n],
\]

whenever $\mathbb{F}$ is a field. This is a deep result. First we look at some easy results.

To begin, we recall that the purpose of Proposition 23.6 was to apply to the factorization result, Proposition 23.7, which we can extend as follows. As in (23.93), we say that an element $a \in \mathcal{R} \setminus 0$ that is not invertible is irreducible provided

\[(J.4) \quad a = bc, \quad b, c \in \mathcal{R} \implies b \text{ or } c \text{ is invertible.}
\]

The next result extends Proposition 23.7.

**Proposition J.1.** If $\mathcal{R}$ is a Noetherian ring, each $a \in \mathcal{R} \setminus 0$ that is not invertible can be written as a finite product of irreducible elements.

**Proof.** Identical to the proof of Proposition 23.7.

On the other hand, (23.97) does not extend. We will see examples of Noetherian rings that are not UFDs.

We next present some alternative characterizations of Noetherian rings.

**Proposition J.2.** For a commutative ring $\mathcal{R}$ with unit, the following conditions are equivalent.

\[(J.5) \quad \mathcal{R} \text{ is Noetherian.}
\]

\[(J.6) \quad \text{Each nonempty collection } \mathcal{E} \text{ of ideals of } \mathcal{R} \text{ has a maximal element.}
\]

\[(J.7) \quad \text{Each ideal } \mathcal{I} \subset \mathcal{R} \text{ is finitely generated.}
\]
**Proof.** First we show that (J.5) ⇒ (J.6). Let $C$ be a nonempty collection of ideals of $R$. Choose $I_1 \in C$. If $C$ does not have a maximal element, choose $I_2 \in C$, strictly containing $I_1$. Continue. Given a strictly increasing chain $I_1 \subset \cdots \subset I_k$, you can then choose a strictly larger ideal $I_{k+1} \in C$. The resulting infinite chain contradicts (J.1).

The fact that (J.6) ⇒ (J.5) is trivial.

Next we show that (J.6) ⇒ (J.7). Let $I \subset R$ be an ideal, and let $C$ be the collection of finitely generated ideals contained in $I$. Then $0 \in C$, so $C$ is nonempty. If (J.6) holds, $C$ has a maximal element, say $J$ (so $J$ is finitely generated). We claim $J = I$. If not, we can take $a \in I \setminus J$ and consider the ideal $J_1$ generated by $I$ and $a$, which must belong to $C$, yielding a contradiction.

Finally, we prove (J.7) ⇒ (J.5). Let $I_1 \subset I_2 \subset \cdots \subset I_k \subset \cdots$ be an increasing chain of ideals. Then $J = \cup_k I_k$ is an ideal. If (J.7) holds, $J$ is finitely generated, say $J = (a_1, \ldots, a_\ell)$, with $a_i \in I_{k_i}$. Hence $J = I_k$ with $k = \max k_i$. This finishes the proof of Proposition J.2.

We next look at the rings $\mathbb{Z}[\omega]$ considered in Exercises 9–13 of §23, with

(J.8) \[ \omega = \sqrt{-m}, \ m \in \mathbb{N}, \quad \text{or} \quad \omega = \frac{1}{2} + \frac{1}{2} \sqrt{-D}, \ D \in \mathbb{N}, \ D = 3 \mod 4. \]

**Proposition J.3.** For each $\omega$ in (J.8), the ring $\mathbb{Z}[\omega]$ is Noetherian.

**Proof.** Let $J$ be an ideal in $\mathbb{Z}[\omega]$. In particular, $J$ is an additive subgroup of the additive group $\mathbb{Z}[\omega]$, i.e., it is a $\mathbb{Z}$-submodule of the $\mathbb{Z}$-module $\mathbb{Z}[\omega]$, which by Exercise 9 of §23 has two generators as a $\mathbb{Z}$-module, namely 1 and $\omega$. By Proposition 23.11, $J$ is a finitely generated $\mathbb{Z}$-module, with at most two generators, say $a_1$ and $a_2$. It follows that $a_1$ and $a_2$ generate $J$ as an ideal in $\mathbb{Z}[\omega]$, so the criterion (J.7) applies.

Exercise 11 of §23 identifies a number of cases in which these rings $\mathbb{Z}[\omega]$ are PIDs. On the other hand, by Exercise 13 of §23,

(J.9) \[ \mathbb{Z}[\sqrt{-5}] \text{ is not a UFD}. \]

This is therefore an example of a Noetherian ring that is not a UFD.

We now state and prove the celebrated *Hilbert basis theorem*.

**Theorem J.4.** If $R$ is a Noetherian ring, then the polynomial ring $R[x]$ is also Noetherian.
Proof. We will show that each ideal \( I \subset R[x] \) is finitely generated. To start, given such \( I \), define \( J_k \subset R \) by

\[
J_k = \{ a \in R : \exists f \in I \text{ such that } f(x) - ax^k \text{ has degree } < k \}.
\]

One can check that each such \( J_k \) is an ideal in \( R \). Also \( f \in R \Rightarrow xf \in I \), so \( J_k \subset J_{k+1} \), and we have an ascending chain of ideals in \( R \). Thus \( R \) Noetherian \( \Rightarrow J_n = J_{n+1} = \cdots \) for some \( n \).

For each \( m \leq n \), the ideal \( J_m \subset R \) is finitely generated, say

\[
J_m = (a_{m,1}, \ldots, a_{m,r_m}).
\]

Hence, for each \((m, j), 1 \leq j \leq r_m\), there is a polynomial \( f_{m,j} \in I \) of degree \( m \), having leading coefficient \( a_{m,j} \). We claim that the finite set

\[
\{ f_{m,j} : m \leq n, 1 \leq j \leq r_m \}
\]

generates \( I \).

To see this, let \( f \in I \) have degree \( m \). Then its leading coefficient \( a \) is in \( J_m \). If \( m \geq n \), then \( a \in J_m = J_n \), so

\[
a = \sum_i b_i a_{n,i}, \ b_i \in R,
\]

so

\[
f(x) - \sum_i b_i x^{m-n} f_{n,i}(x) \text{ has degree } < m, \text{ and belongs to } I.
\]

On the other hand, if \( m \leq n \), then

\[
a \in J_m \implies a = \sum_i b_i a_{m,i}, \ b_i \in R,
\]

so

\[
f(x) - \sum_i b_i f_{m,i}(x) \text{ has degree } < m, \text{ and belongs to } I.
\]

It follows by induction on \( m \) that each \( f \in I \) can be written as a linear combination of the elements \((J.12)\). Consequently each ideal in \( R[x] \) is finitely generated. This proves Theorem J.4.

From here a simple inductive argument gives the following result, advertised in the first paragraph of this appendix.
**Corollary J.5.** If $\mathcal{R}$ is a Noetherian ring, then, for each $n \in \mathbb{N}$, the polynomial ring
\begin{equation}
\mathcal{R}[x_1, \ldots, x_n]
\end{equation}
is Noetherian.

**Remark.** Somewhat parallel to Theorem J.4, though with a completely different proof, we have, for a commutative ring $\mathcal{R}$ with unit,
\begin{equation}
\mathcal{R} \text{ is a UFD} \Rightarrow \mathcal{R}[x] \text{ is a UFD.}
\end{equation}
As a consequence, the rings (J.3) are also all UFDs. This is established in Appendix K.

To proceed, we have the following.

**Corollary J.6.** If $\mathcal{R}$ is a Noetherian ring and $\mathcal{J}$ is an ideal in $\mathcal{R}[x_1, \ldots, x_n]$, then
\begin{equation}
\mathcal{R}[x_1, \ldots, x_n]/\mathcal{J}
\end{equation}
is Noetherian.

This is a consequence of Corollary J.5 and the following simple result.

**Proposition J.7.** If $\mathcal{R}$ is a Noetherian ring and $\mathcal{I}$ is an ideal in $\mathcal{R}$, then $\mathcal{R}/\mathcal{I}$ is Noetherian.

**Proof.** Consider the natural projection $\pi : \mathcal{R} \to \mathcal{R}/\mathcal{I}$. If $\mathcal{J}$ is an ideal in $\mathcal{R}/\mathcal{I}$, then $\pi^{-1}(\mathcal{J})$ is an ideal in $\mathcal{R}$, so it is finitely generated, say $\pi^{-1}(\mathcal{J}) = (a_1, \ldots, a_{\ell})$. It follows that $\mathcal{J} = (b_1, \ldots, b_{\ell})$, with $b_j = \pi(a_j)$.

We next introduce the concept of a Noetherian module. If $\mathcal{R}$ is a commutative ring with unit, an $\mathcal{R}$-module $\mathcal{M}$ is said to be a Noetherian module provided the following ascending chain condition holds:
\begin{equation}
\mathcal{M}_j \subset \mathcal{M} \text{ submodules, } \mathcal{M}_1 \subset \mathcal{M}_2 \subset \cdots \subset \mathcal{M}_k \subset \cdots
\end{equation}
$\Rightarrow \mathcal{M}_\ell = \mathcal{M}_{\ell+1} = \cdots$, for some $\ell$.
Parallel to Proposition J.2, we have the following equivalent characterizations.

**Proposition J.8.** If $\mathcal{M}$ is a $\mathcal{R}$-module, the following conditions are equivalent.
\begin{enumerate}
\item $\mathcal{M}$ is a Noetherian module.
\item Each nonempty collection $\mathcal{E}$ of submodules of $\mathcal{M}$ has a maximal element.
\item Each submodule of $\mathcal{M}$ is finitely generated.
\end{enumerate}
Proof. Essentially the same as the proof of Proposition J.2.

We now develop basic results about Noetherian modules, following the efficient presentation in §3.4 of [R].

**Proposition J.9.** Let $\mathcal{L}, \mathcal{M},$ and $\mathcal{N}$ be $\mathcal{R}$-modules, connected by $\mathcal{R}$-homomorphisms

\[(J.23) \quad \mathcal{L} \xrightarrow{\alpha} \mathcal{M} \xrightarrow{\beta} \mathcal{N}.\]

Assume

\[(J.24) \quad \alpha \text{ injective, } \beta \text{ surjective, and } \mathcal{R}(\alpha) = \mathcal{N}(\beta).\]

Then

\[(J.25) \quad \mathcal{M} \text{ is Noetherian } \iff \mathcal{L} \text{ and } \mathcal{N} \text{ are Noetherian.}\]

**Proof.** First, the implication $\Rightarrow$ in (J.25) is easy, since ascending chains of submodules in $\mathcal{L}$ and in $\mathcal{N}$ correspond one-to-one to associated ascending chains in $\mathcal{M}$.

We turn to the proof of the implication $\Leftarrow$. Let

\[(J.26) \quad \mathcal{M}_1 \subset \mathcal{M}_2 \subset \cdots \subset \mathcal{M}_k \subset \cdots\]

be an ascending chain of submodules of $\mathcal{M}$. We identify $\mathcal{L}$ with its image $\alpha(\mathcal{L})$ in $\mathcal{M}$. Taking intersections gives a chain

\[(J.27) \quad \mathcal{L} \cap \mathcal{M}_1 \subset \mathcal{L} \cap \mathcal{M}_2 \subset \cdots \subset \mathcal{L} \cap \mathcal{M}_k \subset \cdots\]

of submodules of $\mathcal{M}$ (and of $\mathcal{L}$). Also, applying $\beta$ to (J.26) gives an ascending chain

\[(J.28) \quad \beta(\mathcal{M}_1) \subset \beta(\mathcal{M}_2) \subset \cdots \subset \beta(\mathcal{M}_k) \subset \cdots\]

of submodules of $\mathcal{N}$. Given that $\mathcal{L}$ and $\mathcal{N}$ are Noetherian, the chains (J.27) and (J.28) each stabilize, so for some $\ell$,

\[(J.29) \quad \mathcal{L} \cap \mathcal{M}_\ell = \mathcal{L} \cap \mathcal{M}_{\ell+1} = \cdots, \quad \beta(\mathcal{M}_\ell) = \beta(\mathcal{M}_{\ell+1}) = \cdots.\]

To finish the proof, it suffices to show that, given submodules $\mathcal{M}_\ell \subset \mathcal{M}_{\ell+1} \subset \mathcal{M}$, and given (J.24),

\[(J.30) \quad \mathcal{L} \cap \mathcal{M}_\ell = \mathcal{L} \cap \mathcal{M}_{\ell+1} \quad \text{and} \quad \beta(\mathcal{M}_\ell) = \beta(\mathcal{M}_{\ell+1}) \implies \mathcal{M}_\ell = \mathcal{M}_{\ell+1}.\]
Indeed, if \( x \in \mathcal{M}_{\ell+1} \), then \( \beta(x) \in \beta(\mathcal{M}_{\ell+1}) = \beta(\mathcal{M}_\ell) \), so there exists \( y \in \mathcal{M}_\ell \) such that \( \beta(x) = \beta(y) \). Then \( \beta(x - y) = 0 \). Since \( \mathcal{N}(\beta) = \alpha(\mathcal{L}) = \mathcal{L} \), we have

\[
(J.31) \quad x - y \in \mathcal{L} \cap \mathcal{M}_{\ell+1} = \mathcal{L} \cap \mathcal{M}_\ell,
\]

so \( x \in \mathcal{M}_\ell \), and we have (J.30), and the proof of Proposition J.9 is complete.

An alternative statement of Proposition J.9 is that if \( \mathcal{M} \) is an \( R \)-module and \( \mathcal{L} \subset \mathcal{M} \) a submodule,

\[
(J.32) \quad \mathcal{M} \text{ is Noetherian } \iff \mathcal{L} \text{ and } \mathcal{M}/\mathcal{L} \text{ are Noetherian}.
\]

One simple application of Proposition J.9 is that if \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \) are \( R \)-modules,

\[
(J.33) \quad \mathcal{M}_1 \text{ and } \mathcal{M}_2 \text{ Noetherian } \implies \mathcal{M}_1 \oplus \mathcal{M}_2 \text{ is Noetherian}.
\]

In fact, we have natural \( R \)-homomorphisms

\[
(J.34) \quad \mathcal{M}_1 \overset{\alpha}{\longrightarrow} \mathcal{M}_1 \oplus \mathcal{M}_2 \overset{\beta}{\longrightarrow} \mathcal{M}_2,
\]

satisfying the conditions of (J.23)–(J.24). Inductively, we have

\[
(J.35) \quad \mathcal{M}_j \text{ Noetherian } \implies \mathcal{M}_1 \oplus \cdots \oplus \mathcal{M}_k \text{ Noetherian}.
\]

The following is a major consequence of Propositions J.8 and J.9. In particular, it extends Corollary 23.12 from the setting of a module over a PID to that of a module over a Noetherian ring.

**Proposition J.10.** Let \( R \) be a Noetherian ring, and let \( \mathcal{M} \) be a finitely generated \( R \)-module. Then \( \mathcal{M} \) is a Noetherian module. Consequently, each submodule \( \mathcal{L} \) of \( \mathcal{M} \) is finitely generated.

**Proof.** If \( \mathcal{M} \) is generated by \( k \) elements, then there is a surjective homomorphism \( \beta : R^k \to \mathcal{M} \), so \( \mathcal{M} \approx R^k/\mathcal{N} \) where \( \mathcal{N} = \mathcal{N}(\beta) \) is a submodule of \( R^k \). By (J.35), \( R^k \) is a Noetherian module, and the conclusion that \( R^k/\mathcal{N} \) is Noetherian follows from the implication \( \Rightarrow \) in (J.32). Having \( \mathcal{M} \) Noetherian, we deduce that each submodule \( \mathcal{L} \) is finitely generated (and in fact Noetherian), by Proposition J.8.

The following result yields another proof (and indeed a substantial generalization) of Proposition J.3.
**Proposition J.11.** Let \( \mathcal{B} \) be a commutative ring with unit, and let \( \mathcal{A} \) be a subring (with the same unit). Assume \( \mathcal{A} \) is Noetherian and \( \mathcal{B} \) is a finitely generated \( \mathcal{A} \)-module. Then \( \mathcal{B} \) is a Noetherian ring.

**Proof.** By Proposition J.10, \( \mathcal{B} \) is a Noetherian \( \mathcal{A} \)-module. Now any ascending chain of ideals in \( \mathcal{B} \) is also an ascending chain of \( \mathcal{A} \)-modules, hence it stabilizes, so \( \mathcal{B} \) is a Noetherian ring.

Note how Proposition J.11 applies to Proposition J.3, with \( \mathcal{A} = \mathbb{Z} \), \( \mathcal{B} = \mathbb{Z}[\omega] \). Using Proposition J.11, one can extend the scope of Proposition J.3, from \( \omega \) as in (J.8) to arbitrary algebraic integers. More generally, if
\[
\omega_1, \ldots, \omega_\ell \text{ are algebraic integers,}
\]
then
\[
\text{(J.36)} \quad \mathbb{Z}[\omega_1, \ldots, \omega_\ell] \text{ is a finitely-generated } \mathbb{Z}\text{-module,}
\]
hence a Noetherian ring. Put another way:

**Proposition J.12.** Each finitely generated subring (with unit) of the ring \( \mathcal{O} \) of algebraic integers is a Noetherian ring.

By contrast, we have the following.

**Proposition J.13.** The ring \( \mathcal{O} \) of algebraic integers is not a Noetherian ring.

**Proof.** We will show that the ascending chain
\[
\text{(J.38)} \quad \mathcal{I}_k = (2, 2^{1/2}, 2^{1/3}, \ldots, 2^{1/k})
\]
of ideals in \( \mathcal{O} \) does not stabilize. Indeed,
\[
\mathcal{I}_k = \mathcal{I}_{k+1} \implies
\sum_{j=1}^{k} a_j 2^{1/j} = 2^{1/(k+1)}, \quad a_j \in \mathcal{O}
\implies 1 = \sum_{j=1}^{k} a_j 2^{1/(k+1)}
\]
\[
\implies 2^{1/k-1/(k+1)} = 2^{1/k} \sum_{j=1}^{k} a_j 2^{j-1/k}
\]
\[
= 2^{1/k(k+1)} \sum_{j=1}^{k} a_j 2^{(k-j)/jk}
\implies 2^{-1/k(k+1)} \in \mathcal{O}
\implies 2^{-1} \in \mathcal{O},
\]
which is false (cf. Proposition C.6). This proves Proposition J.13.
Our goal here is to prove that, given a commutative ring $R$ with unit,

(K.1) $R$ is a UFD $\implies R[x]$ is a UFD.

We start with the following basic case.

**Proposition K.1.** The polynomial ring $\mathbb{Z}[x]$ is a UFD.

**Proof.** Take $p(x) \in \mathbb{Z}[x]$. Thanks to Theorem J.4, we can apply Proposition J.1 to factor $p(x)$ into irreducible factors, say

(K.2) $p(x) = \alpha a_1(x) \cdots a_k(x),$

with $\alpha \in \mathbb{Z}$ (in turn written as a product of primes in $\mathbb{Z}$) and each $a_j(x)$ irreducible in $\mathbb{Z}[x]$. In particular, the coefficients of each factor $a_j(x)$ have no common factors, i.e., $a_j(x)$ is a primitive polynomial (as defined in Appendix C). Now suppose that also

(K.3) $p(x) = \beta b_1(x) \cdots b_\ell(x),$

with $\beta \in \mathbb{Z}$ and each $b_j(x)$ an irreducible (hence primitive) polynomial in $\mathbb{Z}[x]$. By the Gauss lemma, Theorem C.8, both $a_1(x) \cdots a_k(x)$ and $b_1(x) \cdots b_\ell(x)$ are primitive polynomials. It follows that both $\alpha$ and $\beta$ are the largest common factors of the coefficients of $p(x)$, so $\alpha = \beta$, up to a sign, which, when adjusted, leads to

(K.4) $a_1(x) \cdots a_k(x) = b_1(x) \cdots b_\ell(x).$

Given that $\mathbb{Q}[x]$ is a PID, hence a UFD, one can readily deduce from the following result that $\ell = k$ and that these factorizations coincide, up to order and units (in this case, factors of $\pm 1$).

**Lemma K.2.** If $q(x) \in \mathbb{Z}[x]$ is irreducible in $\mathbb{Z}[x]$, then it is irreducible in $\mathbb{Q}[x]$.

**Proof.** Irreducibility in $\mathbb{Z}[x]$ implies $q(x)$ is a primitive polynomial. If it is not irreducible in $\mathbb{Q}[x]$, we can write

(K.5) $q(x) = q_1(x)q_2(x), \quad q_j(x) \in \mathbb{Q}[x],$

each factor having positive degree. Clearing denominators, we can write

(K.6) $q_j(x) = \gamma_j r_j(x), \quad \gamma_j \in \mathbb{Q}, \ r_j(x) \in \mathbb{Z}[x],$
and we can arrange that each \( r_j(x) \) be a primitive polynomial. Then

\[(K.7) \quad q(x) = \gamma r_1(x)r_2(x), \quad \gamma = \gamma_1\gamma_2 \in \mathbb{Q}.
\]

The Gauss lemma implies \( r_1(x)r_2(x) \) is primitive, and we have already noted that \( q(x) \) is primitive. This forces \( \gamma = \pm 1 \), and then (K.7) contradicts irreducibility of \( q(x) \) in \( \mathbb{Z}[x] \). Thus we have Lemma K.2, which enables us to complete the proof of Proposition K.1.

The argument used to prove Proposition K.1 needs several modifications in order to yield (K.1) for a general UFD \( \mathcal{R} \). To start, the argument given above to yield the factorization (K.2) does not work unless \( \mathcal{R} \) is also a Noetherian ring. For an alternative approach, given \( p(x) \in \mathcal{R}[x] \), first factor out the common prime factors of its coefficients, and write

\[(K.8) \quad p(x) = \alpha p_0(x), \quad \alpha \in \mathcal{R}, \quad p_0(x) \in \mathcal{R}[x],
\]

where the coefficients of \( p_0(x) \) have no common factors in \( \mathcal{R} \) (again we say \( p_0(x) \) is a primitive polynomial). Then let \( \mathcal{F} \) denote the quotient field of \( \mathcal{R} \), and write

\[(K.9) \quad p_0(x) = q_1(x) \cdots q_k(x), \quad q_j(x) \in \mathcal{F}[x],
\]

with \( q_j(x) \) irreducible in \( \mathcal{F}[x] \), which is possible since \( \mathcal{F}[x] \) is a PID. Next, clear out denominators to write

\[(K.10) \quad p_0(x) = \delta a_1(x) \cdots a_k(x), \quad \delta \in \mathcal{F}, \quad a_j(x) \in \mathcal{R}[x],
\]

and arrange that each \( a_j(x) \) is primitive, as well as irreducible in \( \mathcal{F}[x] \). To proceed, we need a version of the Gauss lemma when \( \mathcal{R} \) is a UFD. Here it is.

**Proposition K.3.** Assume \( \mathcal{R} \) is a UFD and \( p_1, p_2 \in \mathcal{R}[x] \). Then

\[(K.11) \quad p_1 \text{ and } p_2 \text{ primitive } \implies p_1p_2 \text{ primitive}.
\]

**Proof.** This is parallel to the proof of Theorem C.8. If \( p_1p_2 \) is not primitive, there is a prime \( \gamma \in \mathcal{R} \) that divides all its coefficients. Note that, in this setting,

\[(K.12) \quad \gamma \in \mathcal{R} \text{ prime } \implies \mathcal{F}_{\gamma} = \mathcal{R}/(\gamma) \text{ integral domain } \\
\implies \mathcal{F}_{\gamma}[x] \text{ integral domain}.
\]

Now the natural projection \( \mathcal{R} \to \mathcal{F}_{\gamma} \) gives rise to a ring homomorphism

\[(K.13) \quad \chi : \mathcal{R}[x] \longrightarrow \mathcal{F}_{\gamma}[x],
\]
and then
\[(K.14) \quad \chi(p_1)\chi(p_2) = \chi(p_1p_2) = 0 \quad \text{in} \quad \mathcal{F}_n[x],\]
while
\[(K.15) \quad \chi(p_1) \neq 0 \quad \text{and} \quad \chi(p_2) \neq 0 \quad \text{in} \quad \mathcal{F}_n[x].\]
Of course, (K.14)–(K.15) contradict (K.12), so (K.11) must hold.

Returning to (K.10), we see from Proposition K.3 that
\[(K.16) \quad p_0(x) = a_1(x) \cdots a_k(x), \quad a_j(x) \in \mathcal{R}[x],\]
and each $a_j(x)$ is irreducible in $\mathcal{F}[x]$, and a fortiori in $\mathcal{R}[x]$. This gives
\[(K.17) \quad p(x) = \alpha a_1(x) \cdots a_k(x),\]
with $\alpha$ as in (K.8). We can factor $\alpha \in \mathcal{R}$ into primes, since $\mathcal{R}$ is a UFD, and in this fashion obtain a factorization of $p(x)$ into irreducible elements of $\mathcal{R}[x]$.

At this point we are in a position to establish our main result.

Proposition K.4. If $\mathcal{R}$ is a UFD, then $\mathcal{R}[x]$ is a UFD.

Proof. Given $p(x) \in \mathcal{R}[x]$, the argument leading up to (K.17) gives the existence of a factorization of $p(x)$ into irreducible elements of $\mathcal{R}[x]$. To tackle uniqueness, assume also
\[(K.18) \quad p(x) = \beta b_1(x) \cdots b_\ell(x),\]
with $\beta \in \mathcal{R}$ and each $b_j(x)$ irreducible (hence primitive) in $\mathcal{R}[x]$. Again, by Proposition K.3, $b_1(x) \cdots b_\ell(x)$ is primitive, so comparison with (K.17) gives
\[(K.19) \quad p(x) = \alpha p_0(x) = \beta q_0(x), \quad \alpha, \beta \in \mathcal{R}, \quad p_0(x), q_0(x) \in \mathcal{R}[x],\]
with $p_0(x)$ and $q_0(x)$ both primitive. It follows that, if one factors each of the coefficients of $p(x)$ into primes in $\mathcal{R}$, and pulls out all the factors common to all the coefficients of $p(x)$, one gets simultaneously both $\alpha$ and $\beta$, up to a unit factor. Hence $\alpha = \beta$, up to a unit factor. We can absorb that factor into $b_1(x)$, and we get
\[(K.20) \quad a_1(x) \cdots a_k(x) = b_1(x) \cdots b_\ell(x),\]
as in (K.4). To proceed, we need the following extension of Lemma K.2.
Lemma K.5. Let $\mathcal{R}$ be a UFD, with quotient field $\mathcal{F}$. If $q(x) \in \mathcal{R}[x]$ is irreducible in $\mathcal{R}[x]$, then it is irreducible in $\mathcal{F}[x]$.

Proof. The proof is parallel to that of Proposition K.2, with $\mathcal{R}$ in place of $\mathbb{Z}$ and $\mathcal{F}$ in place of $\mathbb{Q}$, except that now we have (K.7) with $\gamma$ a unit of $\mathcal{R}$, which suffices to complete the proof.

Having Lemma K.5 and the fact that $\mathcal{F}[x]$ is a UFD, we are able to argue as in the proof of Proposition K.1 that $k = \ell$ and the factors on the two sides of (K.20) coincide, up to a rearrangement and unit factors. This yields Proposition K.4.

Corollary K.6. If $\mathcal{R}$ is a UFD, then each polynomial ring $\mathcal{R}[x_1, \ldots, x_n]$ is a UFD.
L. Finite fields and other algebraic field extensions

Certain subfields of \( \mathbb{C} \) that are finite-dimensional vector spaces over \( \mathbb{Q} \) have been considered in \( \S 22 \) (around (22.28)–(22.36)) and Appendix C. Here we construct such finite extensions of a general field \( F \), and show how this construction yields a string of finite fields, when applied to \( F = F_p = \mathbb{Z}/(p) \).

To start, let \( F \) be a field, and let \( P \in F[x] \), the polynomial ring, which, we recall, is a PID. Then \( P \) generates an ideal \( (P) \), and

\[
F[x]/(P)
\]

is a ring. If \( P(x) = a_n x^n + \cdots + a_0 \), \( n \geq 1 \), \( a_n \neq 0 \), then \( F[x]/(P) \) is a vector space of dimension \( n \) over \( F \).

**Proposition L.1.** If \( P \in F[x] \) is irreducible, then the ring \( F[x]/(P) \) is a field.

**Proof.** By Proposition 23.9, if \( R \) is a PID and \( P \in R \) is prime, then \( R/(P) \) is a field. Furthermore, as noted just before Proposition 23.9, for such \( R \), an element \( P \in R \) is prime if and only if it is irreducible.

We have the natural projection

\[
\pi : F[x] \rightarrow F[x]/(P) = F_{(P)},
\]

the latter identity defining \( F_{(P)} \). The natural inclusion \( F \hookrightarrow F[x] \), composed with \( \pi \), yields an injective ring homomorphism

\[
\iota : F \hookrightarrow F_{(P)}.
\]

Loosely, we say \( F \subset F_{(P)} \). Note that we can regard \( P \) as an element of \( F_{(P)}[x] \), and

\[
\xi = \pi(x) \implies \xi \in F_{(P)} \text{ and } P(\xi) = 0.
\]

Thus \( P \) is not irreducible in \( F_{(P)}[x] \). We have a factorization

\[
P(x) = (x - \xi)P_1(x), \quad P_1 \in F_{(P)}[x],
\]

where \( P_1 \) is a polynomial of degree \( n - 1 \). If \( n = 2 \), then \( P_1 \) is linear, \( P_1(x) = a_2(x - \eta) \), with \( \eta \in F_{(P)} \), and we have

\[
P(x) = a_2(x - \xi)(x - \eta) = a_2(x^2 - (\xi + \eta)x + \xi \eta),
\]

which implies

\[
\xi + \eta, \xi \eta \in F.
\]
Note in particular that $\eta \neq \xi$, if $2 \neq 0$ in $\mathbb{F}$, since otherwise we would have $\xi = \eta \in \mathbb{F}$, and $P$ would not be irreducible in $\mathbb{F}[x]$. If $n = 3$, then either $P_1$ factors into linear factors or it is irreducible in $\mathbb{F}(P_1)[x]$. If $n \geq 4$, $P_1$ might have neither property, but it will have a factorization $P_1 = P_{11} \cdots P_{1\mu}$ with $P_{1\nu}$ irreducible in $\mathbb{F}(P_1)[x]$. Then the construction described above yields a field $\mathbb{F}(P_1)[x]/(P_{11})$, and one can continue this process.

Let us consider some examples, starting with $x^2 + 1$, which is clearly irreducible over $\mathbb{Q}[x]$. The construction above via (L.1), with $\mathbb{F} = \mathbb{Q}$, yields a field isomorphic to $\mathbb{Q}[i]$, introduced in (22.30). On the other hand, the situation can differ for the field $\mathbb{F}_p = \mathbb{Z}/(p)$, when $p \in \mathbb{N}$ is a prime. For example,

\[(L.8)\quad x^2 + 1 = (x + 1)(x - 1) = (x - 1)^2 \quad \text{in} \quad \mathbb{F}_2[x].\]

More generally,

\[(L.9)\quad x^2 + 1 \quad \text{is irreducible in} \quad \mathbb{F}_p[x] \iff -1 = b^2 \quad \text{has no solution} \quad b \in \mathbb{F}_p,\]

and, still more generally, given $a \in \mathbb{Z}$,

\[(L.10)\quad x^2 - a \quad \text{is irreducible in} \quad \mathbb{F}_p[x] \iff a = b^2 \quad \text{has no solution} \quad b \in \mathbb{F}_p.\]

For each prime $p \geq 3$ in $\mathbb{N}$, there exists $a \in \mathbb{Z}$ such that the condition for irreducibility in (L.10) is satisfied, and one then obtains via (L.1) a field that is a vector space of dimension 2 over $\mathbb{F}_p$, i.e., a field with $p^2$ elements. We denote such a field by $\mathbb{F}_{p^2}$. (Justification for this notation will be given below, in Proposition L.7.) For $p = 2$, there is no irreducible polynomial of the form (L.10), but

\[(L.11)\quad x^2 + x + 1 \quad \text{is irreducible in} \quad \mathbb{F}_2[x],\]

since such $P(x)$ is nowhere vanishing on $\mathbb{F}_2$, so has no linear factors. Thus one can use this polynomial in (L.1) to construct a field (denoted $\mathbb{F}_4$) with 4 elements.

We next consider the cubic polynomial

\[(L.12)\quad x^3 - 3,\]

which is irreducible in $\mathbb{Q}[x]$. As a polynomial over $\mathbb{C}$, this has the three complex roots

\[(L.13)\quad r_1 = 3^{1/3}, \quad r_2 = 3^{1/3}e^{2\pi i/3}, \quad r_3 = 3^{1/3}e^{-2\pi i/3}.\]

In each case, the ring $\mathbb{Q}[r_j]$ is (by Proposition 22.3) a field, and one readily verifies that the field $\mathbb{Q}(x^3 - 3)$ given by (L.1) is isomorphic to each of them.
However, these are distinct subfields of $\mathbb{C}$. For example, $\mathbb{Q}[r_1] \subset \mathbb{R}$, but $\mathbb{Q}[r_2]$ and $\mathbb{Q}[r_3]$ do not have this property. Using

(L.14) \[ x^3 - r^3 = (x - r)(x^2 + rx + r^2), \]

we have

(L.15) \[ x^3 - 3 = (x - 3^{1/3})(x^2 + 3^{1/3}x + 3^{2/3}), \]

and

(L.16) \[ x^2 + 3^{1/3}x + 3^{2/3} \text{ is irreducible in } \mathbb{Q}[3^{1/3}][x], \]

since this polynomial has no roots in $\mathbb{Q}[3^{1/3}]$ (the roots are $r_2$ and $r_3$, which are not in $\mathbb{R}$), and hence no linear factor in $\mathbb{Q}[3^{1/3}][x]$. Upon applying (L.1) with $F = \mathbb{Q}[3^{1/3}]$ and $P(x)$ as in (L.16), one obtains a field isomorphic to

(L.17) \[ \mathbb{Q}(r_1, r_2, r_3) = \mathbb{Q}[3^{1/3}, e^{2\pi i/3}], \]

which has dimension 2 over $\mathbb{Q}[3^{1/3}]$, hence dimension 6 over $\mathbb{Q}$.

Moving on from $\mathbb{Q}$ to $\mathbb{F}_p$, and generalizing a bit, in parallel with (L.10), we see that if $p \in \mathbb{N}$ is a prime,

(L.18) \[ x^3 - a \text{ is irreducible in } \mathbb{F}_p[x] \iff a = b^3 \text{ has no solution } b \in \mathbb{F}_p. \]

Now, there exists $a \in \mathbb{F}_p$ such that the condition (L.18) holds

(L.19) \[ b \mapsto b^3, \text{ mapping } \mathbb{F}_p \to \mathbb{F}_p, \text{ is not onto} \]
\[ \iff \exists \beta \neq 1 \text{ in } \mathbb{F}_p \text{ such that } \beta^3 = 1 \]
\[ \iff x^2 + x + 1 \text{ has a root } \neq 1 \text{ in } \mathbb{F}_p, \]

the last equivalence by $x^3 - 1 = (x - 1)(x^2 + x + 1)$. Note that the last condition clearly fails for $p = 2$ and $3$. Also, for primes $p \geq 5$, the calculation $x^2 + x + 1 = (x + 1/2)^2 + 3/4$ shows that the last condition in (L.19) is

(L.20) \[ x^2 + 3 \text{ has a root in } \mathbb{F}_p. \]

Now there are infinitely many primes $p$ for which (L.20) holds and infinitely many for which it fails. Rather than pursue this further, we change course, and look for irreducible cubic polynomials in $\mathbb{F}_p[x]$ of the form

(L.21) \[ x^3 + x^2 - a, \quad a \in \mathbb{F}_p. \]
Note that $x^3 + x^2$ takes the same values at $x = 0$ and $x = -1$, so the map $b \mapsto b^3 + b^2$ is not one-to-one as a map $\mathbb{F}_p \to \mathbb{F}_p$, and hence it is not onto, so there exists $a \in \mathbb{F}_p$ such that $x^3 + x^2 - a$ has no root, hence no linear factor, and for such $a$, (L.21) is irreducible in $\mathbb{F}_p[x]$. Thus we get a field (denoted $\mathbb{F}_p^3$) with $p^3$ elements.

Now we consider the quartic polynomial

(L.26) \[ x^4 - 3, \]

which is irreducible in $\mathbb{Q}[x]$. As a polynomial over $\mathbb{C}$, this has the 4 complex roots

(L.23) \[ r_1 = 3^{1/4}, \quad r_2 = -3^{1/4}, \quad r_3 = 3^{1/4}i, \quad r_4 = -3^{1/4}i. \]

In each case, the ring $\mathbb{Q}[r_j]$ is a field, isomorphic to the field $\mathbb{Q}(x^4 - 3)$ given via (L.1). However (compare the case (L.13)), we have two distinct subfields of $\mathbb{C}$, namely $\mathbb{Q}[r_1] = \mathbb{Q}[-r_1]$ (in $\mathbb{R}$) and $\mathbb{Q}[r_3] = \mathbb{Q}[r_4]$ (not in $\mathbb{R}$). Using

(L.23A) \[ x^4 - r^4 = (x^2 - r^2)(x^2 + r^2) = (x + r)(x - r)(x^2 + r^2), \]

we have

(L.23B) \[ x^4 - 3 = (x - 3^{1/4})(x + 3^{1/4})(x^2 + 3^{1/2}), \]

and (cf. (L.16))

(L.24) \[ x^2 + 3^{1/2} \] is irreducible in $\mathbb{Q}[3^{1/4}][x],$

since this polynomial has no roots in $\mathbb{Q}[3^{1/4}]$, and hence no linear factor in $\mathbb{Q}[3^{1/4}][x]$. Upon applying (L.1) with $F = \mathbb{Q}[3^{1/4}]$ and $P(x)$ as in (L.24), we obtain a field isomorphic to

(L.25) \[ \mathbb{Q}(r_1, r_2, r_3, r_4) = \mathbb{Q}[3^{1/4}, i], \]

which has dimension 2 over $\mathbb{Q}[3^{1/4}]$, and hence dimension 8 over $\mathbb{Q}$. Note that (L.23B) gives an example of (L.5) with

(L.26) \[ P_1(x) = (x + 3^{1/4})(x^2 + 3^{1/2}), \]

which is neither irreducible nor a product of linear factors in $\mathbb{Q}[3^{1/4}][x]$.

Moving back to $F = \mathbb{F}_p$, and generalizing (L.22) to $x^4 - a$, we are led to the following question, for a prime $p \in \mathbb{N}$:

(L.27) When is $x^4 - a$ irreducible in $\mathbb{F}_p[x]$?
This question is more subtle than those treated in (L.10) and (L.18), since a polynomial of degree 4 can be reducible without containing a linear factor (it can have 2 factors, each quadratic). For example,

(L.28) \[ a = \beta^2 \mod p \implies x^4 - a = (x^2 + \beta)(x^2 - \beta) \text{ in } \mathbb{F}_p[x]. \]

(Then the issue of irreducibility of \( x^2 \pm \beta \) in \( \mathbb{F}_p[x] \) is settled as in (L.10).)

More generally, expanding

(L.29) \[ (x^2 + \alpha x + \beta)(x^2 + \gamma x + \delta), \]

with coefficients in a field \( \mathbb{F} \), we see (L.29) has the form

(L.30) \[ x^4 - a, \quad a \in \mathbb{F}, \]

if and only if

\[ \alpha + \gamma = 0, \quad \delta + \alpha \gamma + \beta = 0, \quad \alpha \delta + \beta \gamma = 0, \quad \text{in } \mathbb{F}. \]

These conditions imply \( \alpha (\beta - \delta) = 0 \), hence either \( \alpha = 0 \) or \( \beta = \delta \). The first case yields

(L.31) \[ (x^2 + \beta)(x^2 - \beta) = x^4 - a, \quad \text{with } a = \beta^2, \]

as in (L.28). The second case yields \( \alpha^2 = 2 \beta \), hence, if \( \mathbb{F} \) does not have characteristic 2 (i.e., if \( 2 \neq 0 \) in \( \mathbb{F} \)),

(L.32) \[ \left(x^2 + \alpha x + \frac{\alpha^2}{2}\right)\left(x^2 - \alpha x + \frac{\alpha^2}{2}\right) = x^4 - a, \quad \text{with } a = -\frac{\alpha^4}{4}. \]

We have the following conclusion.

**Proposition L.2.** Given a field \( \mathbb{F} \) whose characteristic is not 2, and given \( a \in \mathbb{F} \), the polynomial \( x^4 - a \) is reducible in \( \mathbb{F}[x] \) if and only if one of the following holds:

(a) \( x^4 - a \) has a linear factor, i.e., \( a = b^4 \) for some \( b \in \mathbb{F} \),
(b) \( a = \beta^2 \) for some \( \beta \in \mathbb{F} \),
(c) \( a = -\frac{\alpha^4}{4} \) for some \( \alpha \in \mathbb{F} \).

(Actually, (a) \( \implies \) (b), so (a) can be ignored.)

The notion of the characteristic of a field was introduced in Exercise 7 of §23, and we recall it here. Given a field \( \mathbb{F} \), there is a unique ring homomorphism \( \psi : \mathbb{Z} \rightarrow \mathbb{F} \) such that \( \psi(1) = 1 \). The image \( \mathbb{I}_\mathbb{F} = \psi(\mathbb{Z}) \) is the ring in \( \mathbb{F} \) generated by \( \{1\} \). Since \( \mathbb{Z} \) is a PID, either \( \psi \) is injective or \( \mathcal{N}(\psi) = (n) \) for some \( n \in \mathbb{N}, \ n \geq 2 \). Then \( \psi \) induces an isomorphism of
\[ \mathbb{Z}/(n) \] with \( \mathcal{I}_F \), so \( n \) must be a prime, say \( n = p \). If \( \psi \) is injective, we say \( F \) has characteristic 0. If \( N(\psi) = (p) \), then \( \mathcal{I}_F \) is a subfield of \( F \), isomorphic to \( F_p \), and we say \( F \) has characteristic \( p \).

It is easy to see that \( x^4 - a \) is reducible in \( F_2[x] \) for all \( a \in F_2 \). On the other hand, Proposition L.2 is applicable to \( F_p \) for all primes \( p \geq 3 \). In such a case, \( x^4 - a \) is irreducible in \( F_p[x] \) whenever

\[
\begin{align*}
\text{(L.33A)} & \quad a = \beta^2 \text{ has no solution } \beta \in F_p, \text{ and} \\
\text{(L.33B)} & \quad -4a = \alpha^4 \text{ has no solution } \alpha \in F_p.
\end{align*}
\]

Note that if \(-1\) is a square in \( F_p \), then (L.33A) \( \Rightarrow \) (L.33B). (Interest in this situation also arose in (L.9) and in Exercise 5 of §22.) Now

\[
\begin{align*}
\{ \beta^2 : \beta \in F_p \setminus 0 \} & \text{ has cardinality } \frac{p-1}{\nu_p}, \text{ and} \\
\left\{ -\frac{\alpha^4}{4} : \alpha \in F_p \setminus 0 \right\} & \text{ has cardinality } \frac{p-1}{\mu_p},
\end{align*}
\]

where

\[
\begin{align*}
\text{(L.35)} & \quad \nu_p = \#\{ \gamma \in F_p : \gamma^2 = 1 \}, \quad \mu_p = \#\{ \gamma \in F_p : \gamma^4 = 1 \}.
\end{align*}
\]

Clearly, for primes \( p \geq 3 \), \( \nu_p = 2 \) and

\[
\begin{align*}
\text{(L.36)} & \quad \mu_p = 4 \text{ if } -1 \text{ is a square in } F_p, \\
& \quad 2 \text{ if } -1 \text{ is not a square in } F_p.
\end{align*}
\]

This, by the way, suggests the answer to Exercise 5 of §22: given a prime \( p \geq 3 \),

\[
\text{(L.37)} \quad -1 \text{ is a square in } F_p \iff 4 | (p - 1).
\]

When \(-1\) is not a square in \( F_p \), the two sets in (L.34) are disjoint, and hence cover \( F_p \setminus 0 \). We deduce the following.

**Proposition L.3.** For a prime \( p \geq 3 \), there exits \( a \in F_p \) such that \( x^4 - a \) is irreducible in \( F_p[x] \) if and only if \( p = 1 \mod 4 \).

The arguments above illustrate that looking for irreducible polynomials in \( F[x] \) of a specific form can be an interesting and challenging task. We leave this pursuit, and turn to a task that extends the scope of our initial application of Proposition L.1.

Namely, we take a field \( F \) and a polynomial \( P \in F[x] \), not necessarily irreducible, and desire to extend \( F \) to a new field \( \bar{F} \), finite dimensional over \( F \),
such that $P(x)$ factors into linear factors over $\tilde{F}$. Thus, if $P(x) = x^n + \cdots + a_0$ (we may as well take $a_n = 1$), we want
\begin{equation}
\tag{L.38}
P(x) = (x - \xi_1) \cdots (x - \xi_n), \quad \xi_j \in \tilde{F}.
\end{equation}
The construction is quite similar to what was done in the paragraph following Proposition L.1. Since $\mathbb{F}[x]$ is a PID, $P(x)$ has a factorization $P(x) = Q_1(x) \cdots Q_M(x)$, with $Q_j \in \mathbb{F}[x]$ irreducible. Then, by Proposition L.1,
\begin{equation}
\tag{L.39}
\mathbb{F}[x]/(Q_1) = \mathbb{F}(Q_1)
\end{equation}
is a field, in which $Q_1$ has a root $\xi_1$ (parallel to (L.4)) and a factorization $Q_1(x) = (x - \xi_1)\tilde{Q}_1(x)$ (parallel to (L.5)), with $\tilde{Q}_1 \in \mathbb{F}(Q_1)[x]$. Then, with $P_1 = \tilde{Q}_1 Q_2 \cdots Q_M \in \mathbb{F}(Q_1)$, we have
\begin{equation}
\tag{L.40}
P(x) = (x - \xi_1)P_1(x), \quad \xi_1 \in \mathbb{F}(Q_1), \quad P_1 \in \mathbb{F}(Q_1)[x],
\end{equation}
and $P_1$ has degree $n - 1$. We can iterate this a finite number of times to obtain (L.38), with $\tilde{F}$ obtained from $\mathbb{F}$ by a finite number of constructions of the form (L.1). Let us define
\begin{equation}
\tag{L.41}
\mathbb{F}[\xi_1, \ldots, \xi_n] \subset \tilde{F}
\end{equation}
as the subset of $\tilde{F}$ consisting of polynomials in $\xi_1, \ldots, \xi_n$, with coefficients in $\mathbb{F}$. Clearly $\mathbb{F}[\xi_1, \ldots, \xi_n]$ is a ring, and a finite-dimensional vector space over $\mathbb{F}$. In fact, it is a field, thanks to the following extension of Proposition 22.3.

**Proposition L.4.** Let $\mathbb{F}$ and $\tilde{F}$ be fields and $\mathcal{R}$ a ring, satisfying
\begin{equation}
\tag{L.42}
\mathbb{F} \subset \mathcal{R} \subset \tilde{F}.
\end{equation}
If $\mathcal{R}$ is a finite dimensional vector space over $\mathbb{F}$, then $\mathcal{R}$ is a field.

**Proof.** Simple variant of the proof of Proposition 22.3.

We say $\mathbb{F}[\xi_1, \ldots, \xi_n]$, arising in (L.38)–(L.41), is a root field of $P(x)$ over $\mathbb{F}$. Note that one can relabel $\{\xi_1, \ldots, \xi_n\}$ as $\{\zeta_{jk}\}$, with
\begin{equation}
\tag{L.43}
Q_j(x) = (x - \zeta_{j1}) \cdots (x - \zeta_{j\mu_j}), \quad \mu_j = \text{order of } Q_j, \quad \zeta_{jk} \in \tilde{F}.
\end{equation}

Note that constructing $\mathbb{F}[\xi_1, \ldots, \xi_n]$ involved some arbitrary choices. Another choice could lead to
\begin{equation}
\tag{L.44}
P(x) = (x - \xi'_1) \cdots (x - \xi'_n), \quad \xi'_j \in \tilde{F}',
\end{equation}
and to the field
\begin{equation}
\tag{L.45}
\mathbb{F}[\xi'_1, \ldots, \xi'_n] \subset \tilde{F}'.
\end{equation}
We have the following important uniqueness result.
Proposition L.5. There is an isomorphism \( F[\xi_1, \ldots, \xi_n] \cong F[\xi'_1, \ldots, \xi'_n] \) that is the identity on \( F \) and takes \( \xi_j \mapsto \xi'_{\sigma(j)} \), for some permutation \( \sigma \) of \( \{1, \ldots, n\} \).

To establish Proposition L.5, we start with the following complement to Proposition L.1.

Lemma L.6. Assume that \( P \in F[x] \) is irreducible and that there is a field \( \tilde{F} \supset F \) and \( \xi \in \tilde{F} \) such that \( P(\xi) = 0 \). Consider the ring \( F[\xi] \subset \tilde{F} \) (which, by Proposition L.4, is a field). Then there is a natural isomorphism

\[
F[\xi] \cong F(\mathcal{P}) = F[x]/(P).
\]

Proof. The map \( x \mapsto \xi \) yields a natural surjective ring homomorphism

\[
\psi : F[x] \longrightarrow F[\xi].
\]

Then the null space \( \mathcal{N}(\psi) \) is an ideal in \( F[x] \), and it must be a principal ideal. Now \( P(\xi) = 0 \Rightarrow P \in \mathcal{N}(\psi) \), so \( \mathcal{N}(\psi) \supset (P) \). The irreducibility of \( P \) in \( F[x] \) implies \( \mathcal{N}(\psi) = (P) \), and gives (L.46).

Note. A corollary of Lemma L.6 is that, if \( P \in F[x] \) is irreducible, and if there exists another field \( \tilde{F}' \supset F \) and \( \xi' \in \tilde{F}' \) such that \( P(\xi') = 0 \), yielding \( F[\xi'] \subset \tilde{F}' \), then \( F[\xi] \) and \( F[\xi'] \) are isomorphic, via \( \xi \mapsto \xi' \).

Proof of Proposition L.5. We use induction on

\[
m = \dim_F F[\xi_1, \ldots, \xi_n]
\]

(for arbitrary \( F \)). The result is trivial for \( m = 1 \), since then \( P(x) \) factors into linear factors in \( F[x] \), uniquely (up to order). Suppose \( m > 1 \). Then \( P(x) \) has an irreducible factor \( Q(x) \) of degree \( d > 1 \). Let \( \xi \) be a root of \( Q \) in \( F[\xi_1, \ldots, \xi_n] \) and \( \xi' \) a root of \( Q \) in \( F[\xi'_1, \ldots, \xi'_n] \) (say \( \xi = \xi_j \), \( \xi' = \xi'_{\sigma(j)} \)).

By Lemma L.6, \( \xi \mapsto \xi' \) provides an isomorphism from \( F[\xi] \) to \( F[\xi'] \). Now \( F[\xi_1, \ldots, \xi_n] \) is an extension of \( F[\xi_j] \), and

\[
\dim_{F[\xi_j]} F[\xi_1, \ldots, \xi_n] = \frac{m}{d},
\]

while \( F[\xi'_1, \ldots, \xi'_n] \) is an extension of \( F[\xi'] \), which we can identify with \( F[\xi] \). Thus induction finishes the proof.
In light of Proposition L.5, we say $F[\xi_1, \ldots, \xi_n]$ in (L.40)–(L.41) is the root field of $P(x)$ over $F$, and denote it by
\[ \mathcal{R}(P, F). \]

Note that if $K$ is a field and $P \in F[x]$,
\[ F \subset K \subset \mathcal{R}(P, F) \implies \mathcal{R}(P, K) = \mathcal{R}(P, F). \]

We return to the search for and description of fields with $p^n$ elements. Momentarily postponing the existence question, let us set $q = p^n$, where $p \in \mathbb{N}$ is a prime and $n \in \mathbb{N}$, and suppose $F_q$ is a field with $q$ elements. As we have seen, $F_q$ contains, in a unique fashion, a subfield isomorphic to $F_p = \mathbb{Z}/(p)$, and $\dim_{F_p} F_q = n$. To look further into the structure of $F_q$, we note that $F_q \setminus 0$ is a multiplicative group with $q - 1$ elements, so, by Proposition E.1,
\[ a \in F_q \setminus 0 \implies a^{q-1} = 1 \implies a^q = a, \]
the latter identity also holding for $a = 0$. Thus each element of $F_q$ is a root of the polynomial $x^q - x$. Since this has at most $q$ roots, we must have
\[ x^q - x = \prod_{j=1}^{q} (x - a_j), \quad F_q = \{a_j : 1 \leq j \leq q\}. \]

These considerations lead to the following result.

**Proposition L.7.** If $p \in \mathbb{N}$ is a prime, $n \in \mathbb{N}$, and $q = p^n$, then
\[ \mathcal{R}(x^q - x, F_p) \]
is a field with $q$ elements. Furthermore, each field with $q$ elements is isomorphic to (L.54). We denote this field by $F_q$.

**Proof.** First, we need to show that the field (L.54) has $q$ elements if $q = p^n$. For this, it suffices to show that $P(x) = x^q - x$ has no multiple roots. In fact, if $\xi$ is a multiple root of $P(x)$, then $x - \xi$ is also a factor of $P'(x)$ in $\mathcal{R}(x^q - x, F_p)$, so $P'(\xi) = 0$. But in $F_p[x]$, $P'(x) = qx^{q-1} - 1 = -1$, so it has no roots. Consequently, $x^q - x$ has $q$ distinct roots in $\mathcal{R}(x^q - x, F_p)$.

The sum and difference of two roots are also roots, since
\[ (a \pm b)^p = a^p \pm b^p \]
in any field of characteristic $p$, and hence, inductively, given roots $a$ and $b$,
\[ (a \pm b)^{p^n} = a^{p^n} \pm b^{p^n} = a \pm b. \]
The product \( ab \) is also a root, since \((ab)^q = a^q b^q = ab\). The set of all \( q \) roots of \( x^q - x \) is therefore a subring of \( \mathcal{R}(x^q - x, \mathbb{F}_p) \), hence a subfield (by Proposition L.4). Since it contains all the roots, it must equal \( \mathcal{R}(x^q - x, \mathbb{F}_p) \).

The proof of Proposition L.7 motivates us to consider more generally when a polynomial \( P \in \mathbb{F}[x] \) has multiple roots in \( \mathcal{R}(P, \mathbb{F}) \). This brings in the derivative

\[
D : \mathbb{F}[x] \rightarrow \mathbb{F}[x], \quad D x^n = n x^{n-1},
\]

the formula one sees in basic calculus, but here in a more general setting. We also use the notation \( P' = DP \). As in calculus, one verifies that \( D \) is a derivation, i.e.,

\[
(DPQ) = P'Q + PQ', \quad \forall P, Q \in \mathbb{F}[x].
\]

Of course, \( D \) acts on polynomials over any field, such as \( \mathcal{R}(P, \mathbb{F}) \). If \( P \) factors as in (L.38), then \( P' \) is, by (L.59), a sum of \( n \) terms, the \( j \)th term obtained from (L.38) by omitting the factor \( x - \xi_j \). Consequently, if \( \xi_j = \xi_k \) is a double root of \( P \),

\[
P \text{ and } P' \text{ are both multiples of } x - \xi_j, \text{ in } \mathcal{R}(P, \mathbb{F}).
\]

This observation leads to the following result.

**Proposition L.8.** If \( P \in \mathbb{F}[x] \) is irreducible, then all the roots of \( P \) in \( \mathcal{R}(P, \mathbb{F}) \) are simple unless \( P' = 0 \).

**Proof.** If \( P \) is irreducible, and \( P' \) (whose degree is less than that of \( P \)) is not 0 in \( \mathbb{F}[x] \), then the ideal generated by \( P \) and \( P' \) has a single generator, which divides \( P \), so is 1. Thus there exist \( Q_0, Q_1 \in \mathbb{F}[x] \) such that

\[
Q_0(x)P(x) + Q_1(x)P'(x) = 1.
\]

This identity also holds in \( \mathcal{R}(P, \mathbb{F}) \), of course, and it contradicts (L.60).

If the leading term of \( P(x) \) is \( a_n x^n \), \( n \geq 1 \), \( a_n \neq 0 \), then the leading term of \( P'(x) \) is \( na_n x^{n-1} \), which is nonvanishing unless \( n = 0 \) in \( \mathbb{F} \). Thus we have:
Corollary L.9. If $\mathbb{F}$ has characteristic 0 and $P \in \mathbb{F}[x]$ is irreducible, then all the roots of $P$ in $\mathcal{R}(P, \mathbb{F})$ are simple.

Here is an example of a field $\mathcal{F}$ of characteristic $p$ and an irreducible $P \in \mathcal{F}[x]$ that has a multiple root in $\mathcal{R}(P, \mathcal{F})$. Namely, let $p \in \mathbb{N}$ be a prime and set $\mathcal{K} = \mathbb{F}_p(t)$, the quotient field of the polynomial ring $\mathbb{F}_p[t]$ (which is an integral domain). Then set

\begin{equation}
\mathcal{F} = \mathbb{F}_p(t^p),
\end{equation}

the subfield of $\mathcal{K}$ generated by $t^p$. Then take

\begin{equation}
P(x) = x^p - t^p, \quad P \in \mathcal{F}[x],
\end{equation}

which is irreducible over $\mathcal{F}$, though not over $\mathcal{K}$. In this case, we have

\begin{equation}
P(x) = x^p - t^p = (x - t)^p \quad \text{in} \quad \mathcal{K}[x],
\end{equation}

so $\mathcal{K} = \mathcal{R}(P, \mathcal{F})$, and $P$ has just one root, of multiplicity $p$, in $\mathcal{R}(P, \mathcal{F})$.

By contrast, there is the following complement to Corollary L.9.

Proposition L.10. If $\mathbb{F}$ is a finite field and $P \in \mathbb{F}[x]$ is irreducible, then all roots of $P$ in $\mathcal{R}(P, \mathbb{F})$ are simple.

A useful ingredient in the proof of Proposition L.10 is the following.

Lemma L.11. If $\mathbb{F} = \mathbb{F}_q$, $q = p^n$, then

\begin{equation}
\psi : \mathbb{F} \longrightarrow \mathbb{F}, \quad \psi(a) = a^p \quad \text{is bijective.}
\end{equation}

Proof. In fact, if $\psi^n = \psi \circ \cdots \circ \psi$ is the $n$-fold composition, then

\begin{equation}
\psi^n(a) = a^{p^n} = a, \quad \forall a \in \mathbb{F},
\end{equation}

by (L.52), so $\psi^n$ is bijective. This forces $\psi$ to be bijective.

Proof of Proposition L.10. By Proposition 10.8, it suffices to show that if $q = p^n$, $P \in \mathbb{F}_q[x]$, and $P' = 0$, then $P$ is not irreducible. Indeed, if $P' = 0$, then $P(x)$ must have the form

\begin{equation}
P(x) = a_k x^{kp} + a_{k-1} x^{(k-1)p} + \cdots + a_1 x^p + a_0.
\end{equation}
By Lemma L.11, we can write each $a_j = b_j^p$ for some $b_j \in \mathbb{F}_q$, and then identities parallel to, and following by induction from, (L.55) give

\[(L.68) \quad P(x) = Q(x)^p, \quad Q(x) = b_k x^k + b_{k-1} x^{k-1} + \cdots + b_1 x + b_0,\]

proving that $P(x)$ is not irreducible.

**Remark.** The identity (L.55) for elements of $\mathbb{F}_q$ also implies that $\psi$ in (L.65) satisfies

\[(L.68) \quad \psi : \mathbb{F}_q \rightarrow \mathbb{F}_q \text{ is a ring homomorphism.}\]

Being bijective, $\psi$ is hence an automorphism of $\mathbb{F}_q$. Also the analogue of (L.52) for $q = p$ implies that $\psi$ is the identity on $\mathbb{F}_p \subset \mathbb{F}_q$. One writes

\[(L.70) \quad \psi \in \text{Gal}(\mathbb{F}_q/\mathbb{F}_p).\]

Generally, if we have fields $\mathbb{F} \subset \mathcal{F}$, an element

\[(L.71) \quad \varphi \in \text{Gal}(\mathcal{F}/\mathbb{F})\]

is an automorphism of $\mathcal{F}$ that leaves the elements of $\mathbb{F}$ fixed. The set $\text{Gal}(\mathcal{F}/\mathbb{F})$ is a group, called the Galois group of $\mathcal{F}$ over $\mathbb{F}$. Galois theory is a very important topic in algebra, which the reader who has gotten through this appendix will be prepared to study, in sources like [Art], [BM], and [L0]. It is tempting to say a little more about Galois theory here, but we have to stop somewhere.
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