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Two-Sample Covariance Matrix Testing and Support Recovery in High-Dimensional and Sparse Settings

Tony Cai, Weidong Liu, and Yin Xia

In the high-dimensional setting, this article considers three interrelated problems: (a) testing the equality of two covariance matrices $\Sigma_1$ and $\Sigma_2$; (b) recovering the support of $\Sigma_1 - \Sigma_2$; and (c) testing the equality of $\Sigma_1$ and $\Sigma_2$ row by row. We propose a new test for testing the hypothesis $H_0$: $\Sigma_1 = \Sigma_2$ and investigate its theoretical and numerical properties. The limiting null distribution of the test statistic is derived and the power of the test is studied. The test is shown to enjoy certain optimality and to be especially powerful against sparse alternatives. The simulation results show that the test significantly outperforms the existing methods both in terms of size and power. Analysis of a prostate cancer dataset is carried out to demonstrate the application of the testing procedures. When the null hypothesis of equal covariance matrices is rejected, it is often of significant interest to further investigate how they differ from each other. Motivated by applications in genomics, we also consider recovering the support of $\Sigma_1 - \Sigma_2$ and testing the equality of the two covariance matrices row by row. New procedures are introduced and their properties are studied. Applications to gene selection are also discussed. Supplementary materials for this article are available online.
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1. INTRODUCTION

Testing the equality of two covariance matrices $\Sigma_1$ and $\Sigma_2$ is an important problem in multivariate analysis. Many statistical procedures including the classical Fisher’s linear discriminant analysis rely on the fundamental assumption of equal covariance matrices. This testing problem has been well studied in the conventional low-dimensional setting. See, for example, Sugihara and Nagao (1968), Gupta and Giri (1973), Perlman (1980), Gupta and Tang (1984), O’Brien (1992), and Anderson (2003). In particular, the likelihood ratio test (LRT) is commonly used and enjoys certain optimality under regularity conditions.

Driven by a wide range of contemporary scientific applications, analysis of high-dimensional data is of significant current interest. In the high-dimensional setting, where the dimension can be much larger than the sample size, the conventional testing procedures such as the LRT either perform poorly or are not even well defined. Several tests for the equality of two large covariance matrices have been proposed. For example, Schott (2007) introduced a test based on the Frobenius norm of the difference of the two covariance matrices. Srivastava and Yanagihara (2010) constructed a test that relied on a measure of distance by $\text{tr}(\Sigma_1^2)/(\text{tr}(\Sigma_1))^2 - \text{tr}(\Sigma_2^2)/(\text{tr}(\Sigma_2))^2$. Both of these two tests are designed for the multivariate normal populations. Li and Chen (2012) proposed a test using a linear combination of three one-sample $U$ statistics, which was also motivated by an unbiased estimator of the Frobenius norm of $\Sigma_1 - \Sigma_2$.

In many applications, such as gene selection in genomics, the covariance matrices of the two populations can be either equal or quite similar in the sense that they only possibly differ in a small number of entries. In such a setting, under the alternative the difference of the two covariance matrices $\Sigma_1 - \Sigma_2$ is sparse. The above-mentioned tests, which are all based on the Frobenius norm, are not powerful against such sparse alternatives. See Section 3.3 for further details.

The first goal of this article is to develop a test that is powerful against sparse alternatives and robust with respect to the population distributions. Let $X$ and $Y$ be two $p$-variate random vectors with covariance matrices $\Sigma_1$ and $\Sigma_2$, respectively. Let $\{X_1, \ldots, X_n\}$ be independent and identically distributed (iid) random samples from $X$ and let $\{Y_1, \ldots, Y_n\}$ be iid random samples from $Y$ that are independent of $\{X_1, \ldots, X_n\}$. We wish to test the hypotheses

$$H_0 : \Sigma_1 = \Sigma_2 \quad \text{versus} \quad H_1 : \Sigma_1 \neq \Sigma_2$$

based on the two samples. We are particularly interested in the high-dimensional setting where $p$ can be much larger than $n = \max(n_1, n_2)$. In many applications, if the null hypothesis $H_0 : \Sigma_1 = \Sigma_2$ is rejected, it is often of significant interest to further investigate in which way the two covariance matrices differ from each other. Motivated by applications to gene selection, in this article we also consider two related problems, recovering the support of $\Sigma_1 - \Sigma_2$ and testing the equality of the two covariance matrices row by row.

We propose a test for the hypotheses in Equation (1) based on the maximum of the standardized differences between the entries of the two-sample covariance matrices and investigate its theoretical and numerical properties. The limiting null distribution of the test statistic is derived. It is shown that the distribution of the test statistic converges to a Type I extreme value distribution under the null $H_0$. This fact implies that the proposed test has the prespecified significance level asymptotically. The power of the test is investigated. The theoretical analysis shows that the proposed test enjoys certain optimality...
against a large class of sparse alternatives in terms of the power. We show that it only requires one of the entries of $\Sigma_1 - \Sigma_2$ having a magnitude more than $C\sqrt{\log p / n}$ in order for the test to correctly reject the null hypothesis $H_0$. It is also shown that this lower bound $C\sqrt{\log p / n}$ is rate optimal.

In addition to the theoretical properties, we also consider the numerical performance of the proposed testing procedure using both simulated and real datasets. The numerical results show that the new test significantly outperforms the existing methods both in terms of size and power. A prostate cancer dataset is used to illustrate our testing procedures for gene selection.

In addition to the global test of equal covariance matrices, we also consider recovery of the support of $\Sigma_1 - \Sigma_2$ as well as testing $\Sigma_1$ and $\Sigma_2$ row by row. Support recovery can also be viewed as simultaneous testing of the equality of individual entries between the two covariance matrices. We introduce a procedure for support recovery based on the thresholding of the standardized differences between the entries of the two covariance matrices. It is shown that under certain conditions, the procedure recovers the true support of $\Sigma_1 - \Sigma_2$ exactly with probability tending to 1. The procedure is also shown to be minimax rate optimal.

The problem of testing the equality of two covariance matrices row by row is motivated by applications in genomics. A commonly used approach in microarray analysis is to select “interesting” genes by applying multiple testing procedures on the two-sample $t$ statistics. This approach has been successful in finding genes with significant changes in the mean expression levels between diseased and nondiseased populations. It has been noted recently that these mean-based methods lack the ability to discover genes that change their relationships with other genes, and new methods that are based on the change in the gene’s dependence structure are thus needed to identify these genes. See, for example, Ho et al. (2008), Hu et al. (2009), and Hu, Qiu, and Glazko (2010). In this article, we propose a procedure that simultaneously tests the $p$ null hypotheses that the corresponding rows of the two covariance matrices are equal to each other. Asymptotic null distribution of the test statistics is derived and properties of the test are studied. It is shown that the procedure controls the family-wise error rate (FWER) at a prespecified level. Applications to gene selection are also considered.

The rest of this article is organized as follows. Section 2 introduces the procedure for testing the equality of two covariance matrices. Theoretical properties of the test are investigated in Section 3. After Section 3.1 in which basic definitions and assumptions are given, Section 3.2 develops the asymptotic null distribution of the test statistic and presents the optimality results for testing against sparse alternatives. Comparisons with other tests are given in Section 3.3. Section 4 considers support recovery of $\Sigma_1 - \Sigma_2$ and testing the two covariance matrices row by row. Section 5 investigates the numerical performance of the proposed test by simulations and by an analysis of a prostate cancer dataset. Section 6 discusses our results and other related work. The proofs of the main results are given in Section 7.

### 2. THE TESTING PROCEDURE

Given two iid random samples $\{X_1, \ldots, X_n\}$ and $\{Y_1, \ldots, Y_n\}$ from a distribution with the covariance matrix $\Sigma_1 = (\sigma_{ij})_{p \times p}$ and $\Sigma_2 = (\sigma_{ij})_{p \times p}$, define the sample covariance matrices $\hat{\Sigma}_1 = \frac{1}{n} \sum_{k=1}^{n} (X_k - \bar{X})(X_k - \bar{X})'$, $\hat{\Sigma}_2 = \frac{1}{n} \sum_{k=1}^{n} (Y_k - \bar{Y})(Y_k - \bar{Y})'$, where $\bar{X} = \frac{1}{n} \sum_{k=1}^{n} X_k$ and $\bar{Y} = \frac{1}{n} \sum_{k=1}^{n} Y_k$. The null hypothesis $H_0 : \Sigma_1 = \Sigma_2$ is equivalent to $H_0 : \max_{1 \leq i \leq j \leq p} |\sigma_{ij} - \sigma_{ij}| = 0$. A natural approach to testing this hypothesis is to compare the sample covariances $\hat{\sigma}_{ij}$ and $\hat{\sigma}_{ij}$ and to base the test on the maximum differences. It is important to note that the sample covariances $\hat{\sigma}_{ij}$’s and $\hat{\sigma}_{ij}$’s are in general heteroscedastic and can possibly have a wide range of variability. It is thus necessary to first standardize $\hat{\sigma}_{ij} - \hat{\sigma}_{ij}$ before making a comparison among different entries.

To be more specific, define the variances $\theta_{ij} = \text{var}((X_i - \mu_{i1})(X_j - \mu_{ij}))$ and $\theta_{ij} = \text{var}((Y_i - \mu_{2})(Y_j - \mu_{2}))$. Given the two samples $\{X_1, \ldots, X_n\}$ and $\{Y_1, \ldots, Y_n\}$, $\hat{\sigma}_{ij}$ and $\hat{\sigma}_{ij}$ can be, respectively, estimated by

$$
\hat{\theta}_{ij} = \frac{1}{n} \sum_{k=1}^{n} [(X_{ki} - \bar{X})(X_{kj} - \bar{X}) - \hat{\sigma}_{ij}]^2, \\
\hat{\theta}_{ij} = \frac{1}{n} \sum_{k=1}^{n} Y_{ki} Y_{kj} - \hat{\theta}_{ij},
$$

and $\hat{\theta}_{ij}$ and $\hat{\theta}_{ij}$ can then be estimated by $\hat{\theta}_{ij} / n + \hat{\theta}_{ij} / n$. Such an estimator of the variance has been used in Cai and Liu (2011) in the context of adaptive estimation of a sparse covariance matrix. Given $\hat{\theta}_{ij}$ and $\hat{\theta}_{ij}$, the variance of $\hat{\theta}_{ij} - \hat{\theta}_{ij}$ can then be estimated by $\hat{\theta}_{ij} / n + \hat{\theta}_{ij} / n$. Define the standardized statistics

$$
M_{ij} := \frac{(\hat{\theta}_{ij} - \hat{\theta}_{ij})^2}{\hat{\theta}_{ij} / n + \hat{\theta}_{ij} / n}, \quad 1 \leq i \leq j \leq p. \tag{2}
$$

We consider the following test statistic for testing the hypothesis $H_0 : \Sigma_1 = \Sigma_2$,

$$
M_n := \max_{1 \leq i \leq j \leq p} M_{ij} = \max_{1 \leq i \leq j \leq p} \frac{(\hat{\theta}_{ij} - \hat{\theta}_{ij})^2}{\hat{\theta}_{ij} / n + \hat{\theta}_{ij} / n}. \tag{3}
$$

The asymptotic behavior of the test statistic $M_n$ will be studied in detail in Section 3. Intuitively, $M_n$ are approximately square of standard normal variables under the null $H_0$ and they are only “weakly dependent” under suitable conditions. The test statistic $M_n$ is the maximum of $p(p + 1)/2$ such variables and so the value of $M_n$ is close to $2 \log p^2$ under $H_0$, based on the extreme values of normal random variables. More precisely, we show in Section 3 that, under certain regularity conditions, $M_n - 4 \log p + \log p$ converges to a Type I extreme value distribution under the null hypothesis $H_0$. Based on this result, for a given significance level $0 < \alpha < 1$, we define the test $\Phi_\alpha$ as
by
\[ \Phi_\alpha = I(M_n \geq q_\alpha + 4 \log p - \log \log p), \]
where \( q_\alpha \) is the \( 1 - \alpha \) quantile of the Type I extreme value distribution with the cumulative distribution function \( \exp(-\frac{1}{\sqrt{2\pi}} \exp(-\frac{x^2}{2})) \), that is,
\[ q_\alpha = -\log(8\pi) - 2 \log \log(1 - \alpha)^{-1}. \]

The hypothesis \( H_0 : \Sigma_1 = \Sigma_2 \) is rejected whenever \( \Phi_\alpha = 1 \).

The test \( \Phi_\alpha \) is particularly well suited for testing against sparse alternatives. It is consistent if one of the entries of \( \Sigma_1 - \Sigma_2 \) has a magnitude more than \( C_1 \sqrt{\log p/n} \) for some constant \( C_1 > 0 \) and no other special structure of \( \Sigma_1 - \Sigma_2 \) is required. It will be shown that the test \( \Phi_\alpha \) is an asymptotically \( \alpha \)-level test and enjoys certain optimality against sparse alternatives.

The standardized statistics \( M_{ij} \) are also useful for identifying the support of \( \Sigma_1 - \Sigma_2 \). That is, they can be used to estimate the positions at which the two covariance matrices differ from each other. This is of interest in many applications including gene selection. We show in Section 4.1 that under certain conditions, the support of \( \Sigma_1 - \Sigma_2 \) can be correctly recovered by thresholding the \( M_{ij} \).

3. THEORETICAL ANALYSIS OF SIZE AND POWER

We now turn to an analysis of the properties of the test \( \Phi_\alpha \) including the asymptotic size and power. The asymptotic size of the test is obtained by deriving the limiting distribution of the test statistic \( M_n \) under the null. We are particularly interested in the power of the test \( \Phi_\alpha \) under the sparse alternatives where \( \Sigma_1 - \Sigma_2 \) is sparse in the sense that \( \Sigma_1 - \Sigma_2 \) only contains a small number of nonzero entries.

3.1 Definitions and Assumptions

We begin by introducing some basic definitions and technical assumptions. Throughout the article, denote \( |a|_2 = \sqrt{\sum_{j=1}^{p} a_j^2} \) for the usual Euclidean norm of a vector \( a = (a_1, \ldots, a_p)^T \in \mathbb{R}^p \). For a matrix \( A = (a_{ij}) \in \mathbb{R}^{p \times q} \), define the spectral norm \( \|A\|_2 = \sup_{\|x\|_2 \leq 1} \|Ax\|_2 \) and the Frobenius norm \( \|A\|_F = \sqrt{\sum_{i,j} a_{ij}^2} \).

For two sequences of real numbers \( \{a_n\} \) and \( \{b_n\} \), write \( a_n = o(b_n) \) if there exists a constant \( C \) such that \( |a_n| \leq C |b_n| \) holds for all sufficiently large \( n \), write \( a_n = o(b_n) \) if \( \lim_{n \to \infty} a_n/b_n = 0 \), and write \( a_n \asymp b_n \) if there exist constants \( C > c > 0 \) such that \( c|b_n| \leq |a_n| \leq C |b_n| \) for all sufficiently large \( n \). The two-sample sizes are assumed to be comparable, that is, \( n_1 \asymp n_2 \). Let \( n = \max(n_1, n_2) \).

Let \( R_1 =: (\rho_{ij1}) \) and \( R_2 =: (\rho_{ij2}) \) be the correlation matrices of \( X \) and \( Y \), respectively. For a fixed constant \( \alpha_0 > 0 \), define
\[ s_j = s_j(\alpha_0) := \text{card}(i : |\rho_{ij1}| \geq (\log p)^{-1-\alpha_0} \text{ or } |\rho_{ij2}| \geq (\log p)^{-1-\alpha_0}). \]

So \( s_j \) is the cardinality of the set of indices \( i \) such that either the \( i \)th variable of \( X \) is highly correlated \( (\geq (\log p)^{1-\alpha_0}) \) with the \( j \)th variable of \( X \) or the \( i \)th variable of \( Y \) is highly correlated with the \( j \)th variable of \( Y \). For \( 0 < \alpha_0 < 1 \), define the set
\[ \Lambda(\alpha) = \{ 1 \leq i \leq p : |\rho_{ij1}| > r \text{ or } |\rho_{ij2}| > r \text{ for some } j \neq i \}. \]

So \( \Lambda(\alpha) \) is the set of indices \( i \) such that either the \( i \)th variable of \( X \) is highly correlated \( (> \log p)^{-1-\alpha_0} \) with some other variable of \( X \) or the \( i \)th variable of \( Y \) is highly correlated \( (> \log p)^{-1-\alpha_0} \) with some other variable of \( Y \). To obtain the asymptotic distribution of \( M_n \), we assume that \( \max_{1 \leq j \leq p} |s_j| \) is not too large, and the set \( \Lambda(\alpha) \) is also not too large for some \( \alpha_0 < 1 \).

(C1). Suppose that there exists a subset \( T \subset \{1, 2, \ldots, p\} \) with \( \text{Card}(T) = o(p) \) and a constant \( \alpha_0 > 0 \) such that for all \( \gamma > 0 \), \( \max_{1 \leq j \leq p, j \not\in T} s_j(\alpha_0) = o(p^\gamma) \). Moreover, there exist some constant \( \gamma < 1 \) and a sequence of numbers \( \lambda_{p,r} \) such that \( \text{Card}(\Lambda(\gamma)) \leq \lambda_{p,r} = o(p) \).

It is easy to check that if the eigenvalues of the correlation matrices \( R_1 \) and \( R_2 \) are bounded from above, then Condition (C1) is easily satisfied. In fact, if \( \lambda_{\max}(R_1) \leq C_0 \) and \( \lambda_{\max}(R_2) \leq C_0 \) for some constant \( C_0 > 0 \), then \( \max_{s_j \in T} s_j(\alpha_0) = o(p^\gamma) \) is quite weak. It allows the largest eigenvalues to be of order \( p/(\log p)^{2+2\alpha_0} \). It is also easy to see that the condition \( \text{Card}(\Lambda(\alpha)) = o(p) \) for some \( \gamma < 1 \) is trivially satisfied if all the correlations are bounded away from \( \pm 1 \), that is,
\[ \max_{1 \leq i < j \leq p} |\rho_{ij1}| \leq \gamma < 1 \quad \text{and} \quad \max_{1 \leq i < j \leq p} |\rho_{ij2}| \leq \gamma < 1. \]

We do not require the distributions of \( X \) and \( Y \) to be Gaussian. Instead we shall impose more general moment conditions.

(C2). Sub-Gaussian-type tails: Suppose that \( \log p = o(n^{1/3}) \) and \( n_1 \asymp n_2 \). There exist some constants \( \eta > 0 \) and \( K > 0 \) such that
\[ \text{E}\{\exp(\eta |X_i - \mu_1|^2/\sigma_{i1}) \leq K, \quad \text{E}\{\exp(\eta |Y_i - \mu_2|^2/\sigma_{i2}) \leq K \quad \text{for all } i. \]

Furthermore, we assume that for some constants \( \gamma_1 > 0 \) and \( \gamma_2 > 0 \),
\[ \min_{1 \leq i \leq j \leq p} \frac{\theta_{ij1}}{\sigma_{i1}\sigma_{j1}} \geq \gamma_1 \quad \text{and} \quad \min_{1 \leq i \leq j \leq p} \frac{\theta_{ij2}}{\sigma_{i2}\sigma_{j2}} \geq \gamma_2. \]

(C2'). Polynomial-type tails: Suppose that for some \( \gamma_0, c_1 > 0 \), \( p \leq c_1 n^{\gamma_0} \), \( n_1 \asymp n_2 \) and for some \( \epsilon > 0 \)
\[ \text{E}\{|X_i - \mu_1|^{2+4\epsilon}|\sigma_{i1}|^{2+4\epsilon} \leq K, \quad \text{E}\{|Y_i - \mu_2|^{2+4\epsilon}|\sigma_{i2}|^{2+4\epsilon} \leq K \quad \text{for all } i. \]

Furthermore, we assume (7) holds.

In addition to the moment conditions, we also need the following technical condition for some of the results. It holds if \( X \) and \( Y \) have elliptically contoured distributions, see, for example, Anderson (2003, pp. 47–54).

(C3). Suppose that there exist \( \kappa_1, \kappa_2 \geq \frac{1}{2} \) such that for any \( i, j, k, l \in \{1, 2, \ldots, p\} \),
\[ \text{E}\{(X_i - \mu_{i})(X_j - \mu_{j})(X_k - \mu_{k})(X_l - \mu_{l}) \}
\[ = \kappa_1(\sigma_{i1}\sigma_{j1} + \sigma_{i1}\sigma_{j1} + \sigma_{i1}\sigma_{j1} + \sigma_{i1}\sigma_{j1} + \sigma_{i1}\sigma_{j1}). \]
Remark 1. Conditions (C1) and (C3) are only needed for the limiting null distribution of the test statistic. (C3) holds for the elliptically contoured distributions (Anderson 2003) with \( \kappa_1 \equiv \frac{1}{2} \text{E}(X_i - \mu_i)^2 / \text{E}(X_i - \mu_i)^2 \) and \( \kappa_2 \equiv \frac{1}{2} \text{E}(Y_i - \mu_i)^2 / \text{E}(Y_i - \mu_i)^2 \). Results on the power of the test \( \Phi_\alpha \) do not rely on either (C1) or (C3). Conditions (C2) and (C2*) are moment conditions on \( X \) and \( Y \). We only require either (C2) or (C2*) to hold. This is much weaker than the Gaussian assumption required in the literature such as Schott (2007) and Srivastava and Yanagihara (2010). Condition (7) is satisfied with \( \tau_1 = \tau_2 = 1 \), if \( X \sim N(\mu_1, \Sigma_1) \) and \( Y \sim N(\mu_2, \Sigma_2) \). In the non-Gaussian case, if (C3) and (6) hold, then (7) holds with \( \tau_1 = \kappa_1 - r^2/3 \) and \( \tau_2 = \kappa_2 - r^2/3 \).

3.2 Limiting Null Distribution and Optimality

We are now ready to present the asymptotic null distribution of \( M_n \). The following theorem shows that \( M_n - 4 \log p + \log \log p \) converges weakly under \( H_0 \) to an extreme value distribution of Type I with the distribution function \( F(t) = \exp(-\frac{1}{\sqrt{8\pi}} e^{-t^2/2}) \).

**Theorem 1.** Suppose that (C1), (C2) (or (C2*)), and (C3) hold. Then under \( H_0 \), for any \( t \in \mathbb{R} \),

\[
P(M_n - 4 \log p + \log \log p \leq t) \rightarrow \exp\left(-\frac{1}{\sqrt{8\pi}} \exp\left(-\frac{t^2}{2}\right)\right),
\]

as \( n, p \to \infty \). Furthermore, under \( H_0 \), the convergence in (9) is uniform for all \( X \) and \( Y \) satisfying (C1), (C2) (or (C2*)), and (C3).

The limiting behavior of \( M_n \) is similar to that of the largest off-diagonal entry \( L_n \) of the sample correlation matrix in Jiang (2004), wherein the article derived the asymptotic distribution of \( L_n \) under the assumption that the components \( X_1, \ldots, X_p \) are independent. Further extensions and improvements are given in Zhou (2007), Liu, Lin, and Shao (2008), and Cai and Jiang (2011, 2012). A key assumption in these articles is the independence between the components. The techniques in their proofs cannot be used to obtain (9), since dependent components are allowed in Theorem 1. The proof of (9) requires different techniques.

The limiting null distribution given in (9) shows that the test \( \Phi_\alpha \) defined in (4) is an asymptotically level \( \alpha \) test. That is,

\[
P(\text{Type I error}) = P_{H_0}(\Phi_\alpha = 1) \to \alpha.
\]

The limiting null distribution in Theorem 1 requires Conditions (C1) and (C3). However, without (C1) and (C3), the size of the test can still be effectively controlled.

**Proposition 1.** Under (C2) (or (C2*)), for \( 0 < \alpha < 1 \),

\[
P(\text{Type I error}) = P_{H_0}(\Phi_\alpha = 1) \leq -\log(1 - \alpha) + o(1).
\]

We now turn to an analysis of the power of the test \( \Phi_\alpha \) given in (4). We shall define the following class of matrices:

\[
U(c) = \{ (\Sigma_1, \Sigma_2) : \max_{1 \leq i < j \leq p} |\sigma_{ij1} - \sigma_{ij2}| / \sqrt{|\Sigma_{11}/n_1 + \Sigma_{22}/n_2|} \geq c \sqrt{\log p} \}.
\]

(12)

The next theorem shows that the null parameter set in which \( \Sigma_1 = \Sigma_2 \) is asymptotically distinguishable from \( U(4) \) by the test \( \Phi_\alpha \). That is, \( H_0 \) is rejected by \( \Phi_\alpha \) with overwhelming probability if \( (\Sigma_1, \Sigma_2) \in U(4) \).

**Theorem 2.** Suppose that (C2) or (C2*) holds. Then as \( n, p \to \infty \),

\[
\inf_{(\Sigma_1, \Sigma_2) \in U(4)} \mathbb{P}(\Phi_\alpha = 1) \to 1.
\]

(13)

It can be seen from Theorem 2 that it only requires one of the entries of \( \Sigma_1 - \Sigma_2 \) having a magnitude more than \( C \sqrt{\log p / n} \) in order for the test \( \Phi_\alpha \) to correctly reject \( H_0 \). This lower bound is rate optimal. Denote by \( \mathcal{P} \) the collection of distributions satisfying (C2) or (C2*). Let \( T_\alpha \) be the set of \( \alpha \)-level tests over \( \mathcal{P} \), that is, \( \mathbb{P}(T_\alpha = 1) = \alpha \) under \( H_0 \) over all distributions in \( \mathcal{P} \) for any \( T_\alpha \in T_\alpha \).

**Theorem 3.** Suppose that (C2) or (C2*) holds. Let \( \alpha, \beta > 0 \) and \( \alpha + \beta < 1 \). Then there exists a constant \( c_0 > 0 \) such that for all large \( n \) and \( p \),

\[
\inf_{(\Sigma_1, \Sigma_2) \in U(4)} \sup_{T_\alpha \in T_\alpha} \mathbb{P}(T_\alpha = 1) \leq 1 - \beta.
\]

(14)

We introduce the following class of matrices for \( \Sigma_1 - \Sigma_2 \):

\[
\mathcal{V}(c) = \{ (\Sigma_1, \Sigma_2) : \max_i |\sigma_{i11} - \sigma_{i22}| \leq K, \max_i \sigma_{i12} \leq K, \}
\]

\[
\|\Sigma_1 - \Sigma_2\|_F^2 \geq c_0(n \log p / n) \}.
\]

Note that on \( \mathcal{V}(c) \), we have \( \max_{1 \leq i < j \leq p} |\sigma_{ij1} - \sigma_{ij2}| \geq \sqrt{c \log p / n} \). Thus, for sufficiently large constant \( c \),

\[
\inf_{(\Sigma_1, \Sigma_2) \in \mathcal{V}(c)} \mathbb{P}(\Phi_\alpha = 1) \to 1
\]

as \( n, p \to \infty \). The following theorem shows that the lower bound for \( \|\Sigma_1 - \Sigma_2\|_F^2 \) in \( \mathcal{V}(c) \) is rate optimal. That is, no \( \alpha \)-level test can reject \( H_0 \) with overwhelming probability uniformly over \( \mathcal{V}(c) \) for some \( c_0 > 0 \).

**Theorem 4.** Suppose that (C2) or (C2*) holds. Assume that \( c_0(n \log p / n) \leq p \) for some \( 0 < r < 1/2 \). Let \( \alpha, \beta > 0 \) and \( \alpha + \beta < 1 \). There exists a constant \( c_0 > 0 \) such that for all large \( n \) and \( p \),

\[
\inf_{(\Sigma_1, \Sigma_2) \in \mathcal{V}(c_0)} \sup_{T_\alpha \in T_\alpha} \mathbb{P}(T_\alpha = 1) \leq 1 - \beta.
\]
Note that for every $c > 0$, there exists some constant $K(c) > 0$ such that for any $0 < c_0 < K(c)$, $\forall(c) \subseteq \mathcal{U}(c_0)$. Thus, Theorem 3 follows from Theorem 4 directly.

3.3 Comparison with Other Tests

We now compare the power of the test $\Phi_a$ with those of the tests in Li and Chen (2012), Srivastava and Yanagihara (2010), and Schott (2007) under the sparse alternatives. Define the following class of matrices:

\[
S(s_p, c_{n,p}) = \left\{ (\Sigma_1, \Sigma_2) : \sum_{j=1}^{p} \sum_{i=1}^{p} I(\sigma_{ij} - \sigma_{ij2} \neq 0) \leq s_p, K^{-1} \leq \min_{1 \leq i \leq p} |\sigma_{ii}| \leq \max_{1 \leq i \leq p} |\sigma_{ii}| \leq K \right\}
\]

where we assume $s_p = o(\min(p/c_{n,p}, p/(\sqrt{n}c_{n,p})))$. Note that $S(s_p, c_{n,p}) \subseteq \mathcal{U}(4)$. Hence, the power of the test $\Phi_a$ converges to one by Theorem 2.

We now turn to an analysis of the powers of the tests given in Li and Chen (2012), Schott (2007), and Srivastava and Yanagihara (2010). We first recall the conditions used in these three articles.

(D1). For any $i, j, k, l \in \{1, 2\}$,

\[
\text{tr}(\Sigma_1 \Sigma_1^T) \rightarrow \infty \quad \text{and} \quad \frac{\text{tr}(\Sigma_1 \Sigma_1^T)}{p} \rightarrow \gamma_1 \in (0, \infty) \quad \text{and} \quad \frac{\text{tr}(\Sigma_2 \Sigma_2^T)}{p} \rightarrow \gamma_2 \in (0, \infty).
\]

(D2). $\lim_{p \to \infty} \frac{1}{p} \text{tr}(\Sigma_1^T) = \gamma_1 \in (0, \infty)$ and $\lim_{p \to \infty} \frac{1}{p} \text{tr}(\Sigma_2^T) = \gamma_2 \in (0, \infty)$.

(D3). $p/n_1 \to b_1$ and $p/n_2 \to b_2$, where $b_1, b_2 \in (0, \infty)$.

Let $\beta_{\text{LC}}(\alpha)$, $\beta_{\text{SY}}(\alpha)$, and $\beta_{\text{SC}}(\alpha)$ be, respectively, the powers of the tests given in Li and Chen (2012), Srivastava and Yanagihara (2010), and Schott (2007) with the significance level being controlled at level $\alpha$. We shall make the comparisons under the normality condition since two of these tests require this assumption.

Proposition 2. Suppose that $X \sim N(\mu_1, \Sigma_1)$ and $Y \sim N(\mu_2, \Sigma_2)$. Assume that $(\Sigma_1, \Sigma_2) \in S(s_p, c_{n,p})$.

(i) For the proposed test $\Phi_a$ defined in (4),

\[
\lim_{n,p \to \infty} P(\Phi_a = 1) = 1.
\]

(ii) Suppose (D1) holds, then

\[
\lim_{n,p \to \infty} \beta_{\text{LC}}(\alpha) = \alpha.
\]

(iii) Suppose (D2) holds for $i = 1, 2, 3,$ and 4, then

\[
\lim_{n,p \to \infty} \beta_{\text{SY}}(\alpha) = \alpha.
\]

Proposition 2 shows that under the class of sparse alternatives in $S(s_p, c_{n,p})$, the tests given in Li and Chen (2012) and Srivastava and Yanagihara (2010) would suffer from trivial power while the proposed test $\Phi_a$ enjoys the full power. This fact is also illustrated in some of the simulation results given in Section 5.

For the test given in Schott (2007), there is no result on the limiting distribution under the alternative. But from the theoretical analysis given in Schott (2007), under Condition (D2) for $i = 1, \ldots, 8$ and Condition (D3), one can see that to ensure the power tending to one, it is required that

\[
\text{DIST}_{\Sigma_1}(\Sigma_1, \Sigma_2) = \|\Sigma_1 - \Sigma_2\|_F^2 \to \infty. \quad (15)
\]

Note that, under (D2) for $i = 1, \ldots, 8$ and (D3), since $s_p = o(p/c_{n,p})$, we have $\text{DIST}_{\Sigma_1}(\Sigma_1, \Sigma_2) = \alpha(1)$ for $(\Sigma_1, \Sigma_2) \in S(s_p, c_{n,p})$ and (15) is thus not satisfied.

Condition (C1) is generally much weaker than (D2) for $i = 1, \ldots, 4$. For simplicity, let us assume the diagonal entries $\sigma_{ii1} = \sigma_{ii2} = 1$. Put $Y$ in (C1) as

\[
Y = \left\{ 1 \leq i \leq p : \sum_{j=1}^{p} \sigma^2_{ij1} \geq \log p \text{ or } \sum_{j=1}^{p} \sigma^2_{ij2} \geq \log p \right\}.
\]

Since $\text{tr}(\Sigma_i^T) = \|\Sigma_i\|_F = O(p)$ for $i = 1$ and 2, we have $\text{Card}(Y) = O(p/\log p)$. So $\sum_{i=1}^{p}(\sigma^2_{ij1} + \sigma^2_{ij2}) \leq 2 \log p$ uniformly for $i \notin Y$. This implies that, uniformly for $i \notin Y$, $\sigma^2_{ij1} \leq k^{-1} \sum_{i=1}^{p} \sigma^2_{ij1} = O(k^{-1} \log p)$ for $1 \leq k \leq p$, where $\sigma^2_{ij1} \geq \cdots \geq \sigma^2_{ijp1}$. Similar inequality holds for $\sigma_{ij2}$. Hence, (D2) implies $\max_{j \in Y} s_j(\alpha) = O(p^2)$ for any $\alpha > 0$ and $\gamma > 0$, which is stronger than the condition on $\max_{j \in Y} s_j(\alpha)$ in (C1). Additionally, Condition (C1) allows for $\text{tr}(\Sigma_i^T) \asymp (p^2/(\log p)^{2+2\alpha})$.

4. SUPPORT RECOVERY OF $\Sigma_1 - \Sigma_2$ AND APPLICATION TO GENE SELECTION

We have focused on testing the equality of two covariance matrices $\Sigma_1$ and $\Sigma_2$ in Sections 2 and 3. As mentioned in the introduction, if the null hypothesis $H_0 : \Sigma_1 = \Sigma_2$ is rejected, further exploring in which ways they differ is also of significant interest in practice. Motivated by applications in gene selection, we consider in this section two related problems, one is recovering the support of $\Sigma_1 - \Sigma_2$ and another is identifying the rows on which the two covariance matrices differ from each other.

4.1 Support Recovery of $\Sigma_1 - \Sigma_2$

The goal of support recovery is to find the positions at which the two covariance matrices differ from each other. The problem can also be viewed as simultaneous testing of equality of individual entries between the two covariance matrices. Denote the support of $\Sigma_1 - \Sigma_2$ by

\[
\Psi = \Psi(\Sigma_1, \Sigma_2) = \{(i, j) : \sigma_{ij1} \neq \sigma_{ij2}\}. \quad (16)
\]

In certain applications, the variances along the diagonal play a more important role than the covariances. For example, in a differential variability analysis of gene expression, Ho et al. (2008) proposed to select genes based on the differences in the variances. In this section, we shall treat the variances along the diagonal differently from the off-diagonal covariances for support recovery. Since there are $p$ diagonal elements, $M_{ij}$ along the diagonal are thresholded at $2 \log p$ based on the extreme values of normal variables. The off-diagonal entries $M_{ij}$ with
\[ (i, j) : M_{ij} \geq \tau \log p, i \neq j \}
\]

where \( M_{ij} \) are defined in (2) and \( \tau \) is the threshold constant for the off-diagonal entries.

The following theorem shows that with \( \tau = 4 \) the estimator \( \hat{\Psi}(4) \) recovers the support \( \Psi \) exactly with probability tending to 1 when the magnitudes of nonzero entries are above certain thresholds. Define

\[
\mathcal{W}_0(c) = \left\{ (\Sigma_1, \Sigma_2) : \min_{(i, j) \in \Psi} \frac{|\sigma_{ij} - \sigma_{jj2}|}{\sqrt{\theta_{ij1}/n_1 + \theta_{ij2}/n_2}} \geq c \sqrt{\log p} \right\}.
\]

We have the following result.

**Theorem 5.** Suppose that (C2) or (C2*) holds. Then as \( n, p \to \infty \),

\[
\inf_{(\Sigma_1, \Sigma_2) \in \mathcal{W}_0(c)} P(\hat{\Psi}(4) = \Psi) \to 1.
\]

The choice of the thresholding constant \( \tau = 4 \) is optimal for the exact recovery of the support \( \Psi \). Consider the class of \( s_0(p) \)-sparse matrices,

\[
\mathcal{S}_0 = \left\{ A = (a_{ij})_{p \times p} : \max_i \sum_{j=1}^p \mathbf{I}[a_{ij} \neq 0] \leq s_0(p) \right\}.
\]

We show in the following theorem that, for any threshold constant \( \tau < 4 \), the probability of recovering the support exactly tends to 0 for all \( \Sigma_1 - \Sigma_2 \in \mathcal{S}_0 \). This is mainly because the threshold level \( \tau \log p \) is too small to ensure that the zero entries of \( \Sigma_1 - \Sigma_2 \) are estimated by zero. We assume that

(C1'). There exists a subset \( \Theta \subset \{1, 2, \ldots, p\} \) with \( \text{Card}(\Theta) \geq p^\gamma \) for all \( 0 < \gamma < 1 \) such that \( |\rho_{ij}| \leq C(\log p)^{-1-a_0} \) and \( |\rho_{ij2}| \leq C(\log p)^{-1-a_0} \) for all \( i \neq j \in \Theta \) and some \( a_0 > 0 \).

It is easy to see that (C1') is much weaker than (C1) because it allows \( p - p^\gamma \) variables to be arbitrarily correlated.

**Theorem 6.** Suppose that (C1'), (C2) (or (C2*)), and (C3) hold. Let \( 0 < \tau < 4 \). If \( s_0(p) = O(p^{1-\tau_1}) \) with some \( \tau/4 < \tau_1 < 1 \), then as \( n, p \to \infty \),

\[
\sup_{\Sigma_1 - \Sigma_2 \in \mathcal{S}_0} P(\hat{\Psi}(\tau) = \Psi) \to 0.
\]

In addition, the minimum separation of the magnitudes of the nonzero entries must be at least of order \( \sqrt{\log p/n} \) to enable the exact recovery of the support. Consider, for example, \( s_0(p) = 1 \) in Theorem 4. Then Theorem 4 indicates that no test can distinguish \( H_0 \) and \( H_1 \) uniformly on the space \( \mathcal{V}(c_0) \) with probability tending to one. It is easy to see that \( \mathcal{V}(c_0) \subset \mathcal{V}_\Theta(c_0) \) for some \( c_1 > 0 \). Hence, there is no estimate that can recover the support \( \Psi \) exactly uniformly on the space \( \mathcal{V}_\Theta(c_1) \) with probability tending to one.

We have so far focused on the exact recovery of the support of \( \Sigma_1 - \Sigma_2 \) with probability tending to 1. It is sometimes desirable to recover the support under a less stringent criterion such as the FWER, defined by \( \text{FWER} = P(V \geq 1) \), where \( V \) is the number of false discoveries. The goal of using the threshold level \( 4 \log p \) is to ensure FWER \( \to 0 \). To control the FWER at a prespecified level \( \alpha \) for some \( 0 < \alpha < 1 \), a different threshold level is needed. For this purpose, we shall set the threshold level at \( 4 \log p - \log \log p + q_\alpha \) where \( q_\alpha \) is given in (5).

Define

\[
\hat{\Psi}^* = \left\{ (i, j) : M_{ij} \geq 2 \log p \right\} \cup \left\{ (i, j) : M_{ij} \geq 4 \log p - \log \log p + q_\alpha, i \neq j \right\}.
\]

We have the following result.

**Proposition 3.** Suppose that (C1), (C2) (or (C2*)), and (C3) hold. Under \( \Sigma_1 - \Sigma_2 \in \mathcal{S}_0 \cap \mathcal{W}_0(4) \) with \( s_0(p) = \alpha(p) \), we have as \( n, p \to \infty \),

\[
P(\hat{\Psi}^* \neq \Psi) \to \alpha.
\]

Proposition 3 assumes Conditions (C1) and (C3). As in Proposition 1, it can be shown that \( P(\hat{\Psi}^* \neq \Psi) \leq - \log(1 - \alpha) + o(1) \) under Condition (C2) (or (C2*)) only, without assuming (C1) or (C3).

### 4.2 Testing Rows of Two Covariance Matrices

As discussed in the introduction, the standard methods for gene selection are based on the comparisons of the means and thus lack the ability to select genes that change their relationships with other genes. It is of significant practical interest to develop methods for gene selection, which capture the changes in the gene’s dependence structure.

Several methods have been proposed in the literature. It was noted in Ho et al. (2008) that the changes of variances are biologically interesting and are associated with changes in coexpression patterns in different biological states. Ho et al. (2008) proposed to test \( H_{0i} : \sigma_{i1} = \sigma_{i2} \) and select the \( i \)-th gene if \( H_{0i} \) is rejected. Hu et al. (2009) and Hu, Qiu, and Glazko (2010) introduced methods that are based on simultaneous testing of the equality of the joint distributions of each row between two-sample correlation matrices/covariance distance matrices.

The covariance provides a natural measure of the association between two genes and it can also reflect the changes of variances. Motivated by these applications, in this section we consider testing the equality of two covariance matrices row by row. Let \( \sigma_{1i} \) and \( \sigma_{2i} \) be the \( i \)-th row of \( \Sigma_1 \) and \( \Sigma_2 \), respectively. We consider testing simultaneously the hypotheses

\[ H_{0i} : \sigma_{1i} = \sigma_{2i}, \quad 1 \leq i \leq p. \]

We shall use the FWER to measure the Type I errors for the \( p \) tests. The support estimate \( \hat{\Psi}(4) \) defined in (17) can be used to test the hypotheses \( H_{0i} \) by rejecting \( H_{0i} \) if the \( i \)-th row of \( \hat{\Psi}(4) \) is nonzero. Suppose that (C1) and (C2) (or (C2*)) hold. Then it can be shown easily that for this test, the FWER \( \to 0 \).

A different test is needed to simultaneously test the hypotheses \( H_{0i}, 1 \leq i \leq p \), at a prespecified FWER level \( \alpha \) for some \( 0 < \alpha < 1 \). Define

\[
M_i = \max_{1 \leq j \leq p, j \neq i} M_{ij}.
\]

The null distribution of \( M_i \) can be derived similarly under the same conditions as in Theorem 1.

**Theorem 7.** Suppose the null hypothesis \( H_{0i} \) holds. Then under the conditions in Theorem 1, for any given \( x \in \mathbb{R} \),
as \( n, p \to \infty \),
\[
P(M_i - 2\log p + \log \log p \leq x) \to \exp \left(-\frac{1}{\sqrt{\pi}} \exp \left(-\frac{x}{2}\right)\right).
\]
(18)

Based on the limiting null distribution of \( M_i \), given in (18), we introduce the following test for testing a single hypothesis \( H_0 \).
\[
\Phi_{i,a} = I({M_i} \geq \alpha_p \text{ or } M_{ii} \geq 2\log p)
\]
(19)

with \( \alpha_p = 4\log p - \log \log p + q_a \), where \( q_a \) is given in (5).

\( H_0 \) is rejected and the \( i \)th gene is selected if \( \Phi_{i,a} = 1 \). It can be shown that the tests \( \Phi_{i,a} \), \( 1 \leq i \leq p \) together controls the overall FWER at level \( \alpha \) asymptotically.

**Theorem 8.** Let \( F = \{ i : \sigma_{i1} \neq \sigma_{i2}, 1 \leq i \leq p \} \) and suppose \( \text{Card}(F) = o(p) \). Then under the conditions in Theorem 1,
\[
\text{FWER} = P \left( \max_{i \in F} \Phi_{i,a} = 1 \right) \to \alpha.
\]

Theorem 8 requires Conditions (C1) and (C3). However, similar to Proposition 1, it can be shown that the FWER can still be effectively controlled without (C1) and (C3) in the sense that FWER \( \leq -\log(1 - \alpha) + o(1) \) under Condition (C2) (or (C2')) only.

5. NUMERICAL RESULTS

In this section, we turn to the numerical performance of the proposed methods. The goal is to first investigate the numerical performance of the test \( \Phi_{a} \) and the support recovery procedure through simulation studies and then illustrate our methods by applying them to the analysis of a prostate cancer dataset.

In all the models, we compare with four other tests, the LRT, the tests given in Schott (2007) and Li and Chen (2012), which are all based on an unbiased estimator of \( \|\Sigma_1 - \Sigma_2\|_2^2 \), and the test proposed in Srivastava and Yanagihara (2010), which is based on a measure of distance by \( \text{tr}(\Sigma_1^2)/(\text{tr}(\Sigma_1^2)) - \text{tr}(\Sigma_2^2)/(\text{tr}(\Sigma_2^2)) \). The LRT is not well defined when \( p > n \), so the comparison with the LRT is made only for the case \( p \leq n \).

We first introduce the matrix models used in the simulations. Let \( D = (d_{ij}) \) be a diagonal matrix with diagonal elements \( d_i = \text{Unif}(0.5, 2.5) \) for \( i = 1, \ldots, p \). Denote by \( \lambda_{\text{min}}(A) \) the minimum eigenvalue of a symmetric matrix \( A \). The following four models under the null, \( \Sigma_1 = \Sigma_2 = \Sigma^{(i)}, i = 1, 2, 3 \) and 4, are used to study the size of the tests.

- **Model 1:** \( \Sigma^{(1)} = (\sigma_{ij}^{(1)}) \), where \( \sigma_{ii}^{(1)} = 1, \sigma_{ij}^{(1)} = 0.5 \) for \( 5(k-1) + 1 \leq i \neq j \leq 5k \), where \( k = 1, \ldots, [p/5] \) and \( \sigma_{ij}^{(1)} = 0 \) otherwise. \( \Sigma^{(1)} = D^{1/2}\Sigma^{(1)}D^{1/2} \).

- **Model 2:** \( \Sigma^{(2)} = (\sigma_{ij}^{(2)}) \), where \( \omega_{ij}^{(2)} = 0.5|\omega_{ij}| \) for \( 1 \leq i, j \leq p \). \( \Sigma^{(2)} = D^{1/2}\Sigma^{(2)}D^{1/2} \).

- **Model 3:** \( \Sigma^{(3)} = (\sigma_{ij}^{(3)}) \), where \( \sigma_{ii}^{(3)} = 1, \sigma_{ij}^{(3)} = 0.5 \) \* Bernoulli(1,0.05) for \( i < j \) and \( \sigma_{ij}^{(3)} = \sigma_{ji}^{(3)} \). \( \Sigma^{(3)} = D^{1/2}(\Sigma^{(3)} + \delta I)/(1 + \delta)D^{1/2} \) with \( \delta = |\lambda_{\text{min}}(\Sigma^{(3)})| + 0.05 \).

- **Model 4:** \( \Sigma^{(4)} = O \Delta O \), where \( O = \text{diag}(\omega_1, \ldots, \omega_p) \) and \( \omega_1, \ldots, \omega_p \sim \text{Unif}(1, 5) \) and \( \Delta = (a_{ij}) \) and \( a_{ij} = (-1)^{i+j}0.4^{\lfloor -j\rfloor/10} \). This model was used in Srivastava and Yanagihara (2010).

To evaluate the power of the tests, let \( U = (u_{ij}) \) be a matrix with eight random nonzero entries. The locations of four nonzero entries are selected randomly from the upper triangle of \( U \), each with a magnitude generated from \( \text{Unif}(0, 4) \) \* \( \max(1, \omega_{ij}) \). The other four nonzero entries in the lower triangle are determined by symmetry. We use the following four pairs of covariance matrices \( (\Sigma^{(i)}, \Sigma^{(j)}) \), \( i = 1, 2, 3, \) and 4, to compare the power of the tests, where \( \Sigma^{(1)} = \Sigma^{(i)} + \delta I \) and \( \Sigma^{(2)} = \Sigma^{(i)} + \Sigma^{(j)} + U + \delta I \), with \( \delta = |\min(\lambda_{\text{min}}(\Sigma^{(i)} + U), \lambda_{\text{min}}(\Sigma^{(j)}))| + 0.05 \).

The sample sizes are taken to be \( n_1 = n_2 = n \) with \( n = 50, 100, 200, 400, \) and 800. For each model, data are generated from multivariate normal distributions with mean zero and covariance matrices \( \Sigma_1 \) and \( \Sigma_2 \). The nominal significant level for all the tests is set at \( \alpha = 0.05 \). The actual sizes and powers in percents for the four models, reported in Table 1, are estimated from 5000 replications.

It can be seen from Table 1 that the estimated sizes of our test \( \Phi_a \) are close to the nominal level 0.05 in all the cases. This reflects the fact that the null distribution of the test statistic \( M_n \) is well approximated by its asymptotic distribution. For Models 1–3, the estimated sizes of the tests in Schott (2007) and Li and Chen (2012) are also close to 0.05. But both tests suffer from the size distortion for Model 4, the actual sizes are around 0.10 for both tests. The LRT has serious size distortion (all is equal to 1). Srivastava and Yanagihara (2010)’s test has actual sizes close to the nominal significance level in all the cases.

The power results in Table 1 show that the proposed test has much higher power than the other tests in all settings. The number of nonzero off-diagonal entries of \( \Sigma_1 - \Sigma_2 \) does not change when \( p \) grows, so the estimated powers of all tests tend to decrease when the dimension \( p \) increases. It can be seen in Table 1 that the powers of Schott (2007), Li and Chen (2012), and Srivastava and Yanagihara (2010)’s tests decrease extremely fast as \( p \) grows. However, the power of the proposed test \( \Phi_a \) remains high even when \( p = 800 \), especially in the case of \( n = 100 \). Overall, for the sparse models, the new test significantly outperforms all the other three tests.

We also carried out simulations for non-Gaussian distributions including Gamma distribution, t-distribution, and normal distribution contaminated with exponential distribution. Similar phenomena as those in the Gaussian case are observed. For reasons of space, these simulation results are given in the supplementary material (Cai, Liu, and Xia 2012).

5.1 Support Recovery

We now consider the simulation results on recovering the support of \( \Sigma_1 - \Sigma_2 \) in the first three models with \( D = I \) and the fourth model with \( O = I \) under the normal distribution. For \( i = 1, 2, 3, \) and 4, let \( U^{(i)} \) be a matrix with 50 random nonzero entries, each with a magnitude of 2 and let \( \Sigma^{(i)} = (\Sigma^{(i)} + \delta I)/(1 + \delta) \) and \( \Sigma^{(2)} = (\Sigma^{(i)} + U^{(i)} + \delta I)/(1 + \delta) \) with \( \delta = |\min(\lambda_{\text{min}}(\Sigma^{(i)} + U^{(i)}), \lambda_{\text{min}}(\Sigma^{(i)}))| + 0.05 \). After normalization, the nonzero elements of \( \Sigma^{(2)} - \Sigma^{(1)} \) have
magnitude between 0.74 and 0.86 for \( i = 1, 2, 3, \) and 4 in our generated models.

The accuracy of the support recovery is evaluated by the similarity measure \( s(\hat{\Psi}, \Psi) \) defined by

\[
s(\hat{\Psi}, \Psi) = \frac{|\hat{\Psi} \cap \Psi|}{\sqrt{|\hat{\Psi}| |\Psi|}},
\]

where \( \hat{\Psi} = \hat{\Psi}(4) \) and \( \Psi \) is the support of \( \Sigma_1^{(i)} - \Sigma_2^{(i)} \) and \( |:| \) denotes the cardinality. Note that \( 0 \leq s(\hat{\Psi}, \Psi) \leq 1 \) with \( s(\hat{\Psi}, \Psi) = 0 \) indicating disjointness and \( s(\hat{\Psi}, \Psi) = 1 \) indicating exact recovery. We summarize the average (standard deviation) values of \( s(\hat{\Psi}, \Psi) \) in percents for all models with \( n = 100 \) in Table 2 based on 100 replications. The values are close to one, and hence the supports are well recovered by our procedure.

To better illustrate the elementwise recovery performance, heat maps of the nonzeros identified out of 100 replications for \( p = 50 \) and 100 are shown in Figures 1 and 2. These heat maps suggest that, in all models, the estimated support by \( \hat{\Psi}(4) \) is close to the true support.

### 5.2 Real Data Analysis

We now illustrate our methods by applying them to the analysis of a prostate cancer dataset (Singh et al. 2002), which is available at \http{www.broad.mit.edu/cgi-bin/cancer/datasets.cgi}. The dataset consists of two classes of gene expression data that came from 52 prostate tumor patients and 50 prostate normal patients. This dataset has been analyzed in several articles on classification in which the two covariance matrices are assumed to be equal; see, for example, Xu, Brock, and Parrish (2009). The equality of the two covariance matrices is an important assumption for the validity of these classification methods. It is thus interesting to test whether such an assumption is valid.

There are a total of 12,600 genes. To control the computational costs, only the 5000 genes with the largest absolute values of the \( t \) statistics are used. Let \( \Sigma_1 \) and \( \Sigma_2 \) be, respectively, the covariance matrices of these 5000 genes in tumor and normal samples. We apply the test \( \Phi_\alpha \) defined in (4) to test the hypotheses \( H_0: \Sigma_1 = \Sigma_2 \) versus \( H_1: \Sigma_1 \neq \Sigma_2 \). Based on the asymptotic distribution of the test statistic \( M_n \), the \( p \)-value is calculated to be 0.0058 and the null hypothesis \( H_0: \Sigma_1 = \Sigma_2 \) is thus rejected at commonly used significant levels such as \( \alpha = 0.05 \) or \( \alpha = 0.01 \). Based on this test result, it is therefore not reasonable to assume \( \Sigma_1 = \Sigma_2 \) in applying a classifier to this dataset.

We then apply three methods to select genes with changes in variances/covariances between the two classes. The first is the differential variability analysis (Ho et al., 2008), which chooses the genes with different variances between two classes. In our procedure, the \( i \)-th gene is selected if \( M_i \geq 2 \log p \). As a result, 21 genes are selected. The second and third methods are based on the differential covariance analysis, which is similar to the differential covariance distance vector analysis in Hu, Qiu, and Glazko (2010), but replacing the covariance distance matrix in their article by the covariance matrix. The second method selects the \( i \)-th gene, if the \( i \)-th row of \( \hat{\Psi}(4) \) is nonzero. This leads to the selection of 43 genes. The third method, which tests the covariance matrices row by row and is defined in (19), controls the FWER at \( \alpha = 0.1 \), and is able to find 52 genes. As

### Table 1. \( N(0,1) \) random variables. Models 1–4 empirical sizes and powers in percents. \( \alpha = 0.05, n = 60 \) and 100. 5000 replications

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( p )</td>
<td>Empirical size</td>
<td>Empirical size</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>60 ( \Phi_\alpha )</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Likelihood</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Schott</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>Li-Chen</td>
<td>7.1</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>Srivastava</td>
<td>5.6</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>100 ( \Phi_\alpha )</td>
<td>4.8</td>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td>Likelihood</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Schott</td>
<td>6.4</td>
<td>6.4</td>
<td>6.4</td>
</tr>
<tr>
<td>Li-Chen</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Srivastava</td>
<td>5.2</td>
<td>5.2</td>
<td>5.2</td>
</tr>
</tbody>
</table>

### Table 2. Average (standard deviation) of \( s(\hat{\Psi}, \Psi) \) in percents

<table>
<thead>
<tr>
<th>( p )</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>97.4 (2.5)</td>
<td>89.8 (4.3)</td>
<td>91.3 (4.1)</td>
<td>93.0 (3.8)</td>
</tr>
<tr>
<td>100</td>
<td>95.3 (3.1)</td>
<td>86.8 (5.1)</td>
<td>86.2 (5.3)</td>
<td>89.7 (4.4)</td>
</tr>
<tr>
<td>200</td>
<td>78.8 (5.6)</td>
<td>80.1 (5.9)</td>
<td>82.4 (5.8)</td>
<td>84.0 (6.4)</td>
</tr>
<tr>
<td>400</td>
<td>75.6 (6.5)</td>
<td>73.2 (7.7)</td>
<td>79.4 (6.1)</td>
<td>77.8 (7.0)</td>
</tr>
<tr>
<td>800</td>
<td>64.0 (7.5)</td>
<td>61.8 (8.8)</td>
<td>72.9 (6.1)</td>
<td>68.1 (7.6)</td>
</tr>
</tbody>
</table>
expected, the gene selection based on the covariances could be more powerful than the one that is based only on the variances. The tests provide valuable information as these identified genes can be selected for a follow-up study.

Finally, we apply the support recovery procedure $\hat{\Psi}(4)$ to \(\Sigma_1 - \Sigma_2\). For a visual comparison between \(\Sigma_1\) and \(\Sigma_2\), Figure 2 plots the heat map of \(\Sigma_1 - \Sigma_2\) of the 200 largest absolute values of two-sample $t$ statistics. It can be seen from Figure 2 that the estimated support of \(\Sigma_1 - \Sigma_2\) is quite sparse.

6. DISCUSSION

We introduced in this article a test for the equality of two covariance matrices, which is proved to have the prespecified significance level asymptotically and to enjoy certain optimality in terms of its power. In particular, it was shown theoretically and numerically that the test is especially powerful against sparse alternatives. Support recovery and testing two covariance matrices row by row with applications to gene selection are also considered.

There are several possible extensions of our method. For example, an interesting direction is to generalize the procedure to testing the hypothesis of homogeneity of several covariance matrices, \(H_0 : \Sigma_1 = \cdots = \Sigma_K\), where \(K \geq 2\). A test statistic similar to \(M_n\) can be constructed to test this hypothesis and analogous theoretical results can be developed. We shall report the details of the results elsewhere in the future as a significant amount of additional work is still needed.

Much recent attention has focused on the estimation of large covariance and precision matrices. The current work here is related to the estimation of covariance matrices. An adaptive thresholding estimator of sparse covariance matrices was introduced in Cai and Liu (2011). The procedure is based on the standardized statistics $\widehat{\delta}_{ij}/\widehat{\sigma}_{ij}^{1/2}$, which is closely related to $M_{ij}$. In this article, the asymptotic distribution of $M_{n} = \max_{1 \leq i \leq j \leq p} M_{ij}$ is obtained. It gives a justification on the family-wise error of simultaneous tests $H_{0ij} : \sigma_{ij1} = \sigma_{ij2}$ for $1 \leq i \leq j \leq p$. For example, by thresholding $M_{ij}$ at level $4 \log p - \log \log p + q_{\alpha}$, the family-wise error is controlled asymptotically at level $\alpha$, that is,

$$\text{FWER} = \mathbb{P} \left( \max_{(i,j) \in G} M_{ij} \geq 4 \log p - \log \log p + q_{\alpha} \right) \to \alpha,$$

where $G = \{(i, j) : \sigma_{ij1} = \sigma_{ij2}\}$ and $\text{Card}(G^c) = o(p^2)$. These tests are useful in the studies of differential coexpression in genetics; see de la Fuente (2010).

The test introduced in the article is based on the asymptotic results. When the sample size is small, say $n \leq 30$, the critical value derived from the asymptotic distribution is not sufficiently accurate and modification is thus needed. The following “normal cut-off” method can be used instead. Let $(X_{ik}^{*}, 1 \leq k \leq n_1)$ and $(Y_{ik}^{*}, 1 \leq k \leq n_2)$ be generated from iid $N(0, \mathbf{I}_{p \times p})$. Let $M_{n}^{*}$ be the maximum test statistic constructed from $(X_{ik}^{*}, 1 \leq k \leq n_1)$ and $(Y_{ik}^{*}, 1 \leq k \leq n_2)$. It follows from Theorem 1 that under (C1)–(C3), we have

$$\sup_{y \in R} |\mathbb{P}(M_{n} \geq y) - \mathbb{P}(M_{n}^{*} \geq y)| \to 0$$

under the null, where $M_{n}$ is the maximum test statistic computed from the original data. Let $y_{n}(\alpha)$ be the critical value such that
Let \( \lambda \) be any subset of \{ (i, j) : 1 \leq i \leq j \leq p \} and \( |\lambda| = \text{Card}(\lambda) \).

**Lemma 4.** Under the conditions of (C2) or (C2*), we have for some constant \( C > 0 \)

\[
P \left( \frac{\max_{(i,j) \in \lambda} (\hat{\theta}_{ij1} - \hat{\theta}_{ij2})^2}{\theta_{ij1}/n_1 + \theta_{ij2}/n_2} \geq x^2 \right) \leq C |\lambda| (1 - \Phi(x)) + O(p^{-1} + n^{-e/8})
\]

uniformly for \( 0 \leq x \leq (8 \log p)^{1/2} \) and \( \lambda \subseteq \{ (i, j) : 1 \leq i \leq j \leq p \} \).

The proofs of Lemmas 3 and 4 are given in the supplementary material (Cai, Liu, and Xia 2012).

**7.2 Proof of Theorem 1**

Without loss of generality, we assume that \( \mu_1 = 0, \mu_2 = 0, \sigma_{ii1} = \sigma_{ii2} = 1 \) for \( 1 \leq i \leq p \). Let

\[
\tilde{M}_n = \max_{1 \leq i \leq p} \frac{(\hat{\theta}_{ij1} - \hat{\theta}_{ij2})^2}{\theta_{ij1}/n_1 + \theta_{ij2}/n_2},
\]

and

\[
\tilde{M}_n = \max_{1 \leq i \leq p} \frac{(\hat{\theta}_{ij1} - \hat{\theta}_{ij2})^2}{\theta_{ij1}/n_1 + \theta_{ij2}/n_2}.
\]

Note that under the event \{ \( |\hat{\theta}_{ij1}/\theta_{ij1} - 1| \leq C \varepsilon_n/\log p \), \( |\hat{\theta}_{ij2}/\theta_{ij2} - 1| \leq C \varepsilon_n/\log p \) \}

\[
|\tilde{M}_n - \tilde{M}_n| \leq C \tilde{M}_n \varepsilon_n/\log p,
\]

\[
|\tilde{M}_n - \tilde{M}_n| \leq C(n_1 + n_2) (\max_{1 \leq i \leq p} \tilde{X}_i^2 + \max_{1 \leq i \leq p} \tilde{Y}_i^2) + C(n_1 + n_2)^{1/2} \tilde{M}^{1/2} (\max_{1 \leq i \leq p} \tilde{X}_i^2 + \max_{1 \leq i \leq p} \tilde{Y}_i^2).
\]

By the exponential inequality, \( \max_{1 \leq i \leq p} \tilde{X}_i + \max_{1 \leq i \leq p} \tilde{Y}_i = \mathcal{O}(\sqrt{\log p/n}) \). Thus, by Lemma 3, it suffices to show that for any \( x \in \mathbb{R} \),

\[
P(\tilde{M}_n - 4 \log p + \log \log p \leq x) \geq \exp \left( -\frac{1}{8 \pi X} \exp \left( -\frac{x^2}{2} \right) \right)
\]

as \( n, p \to \infty \). Let \( \rho_{ij} = \rho_{ij1} = \rho_{ij2} \) under \( H_0 \). Define

\[
A_j = \{ i : |\rho_{ij}| \geq (\log p)^{-1/4} \},
\]

\[
A = \{ (i, j) : 1 \leq i \leq j \leq p \},
\]

\[
A_0 = \{ (i, j) : 1 \leq i \leq p, i \leq j, j \in A_j \},
\]

\[
B_0 = \{ (i, j) : i \in A(r) \cup \Upsilon, i < j \leq p \} \cup \{ (i, j) : j \in A(r) \cup \Upsilon, 1 < i \leq j \},
\]

\[
D_0 = A_0 \cup B_0.
\]

By the definition of \( D_0 \), for any \( (i_1, j_1) \in A \setminus D_0 \) and \( (i_2, j_2) \in A \setminus D_0 \), we have \( |\rho_{ij}| \leq r \) for any \( k \neq l \in \{ i_1, j_1, i_2, j_2 \} \). Set \( y_p = x + 4 \log p - \log \log p \),

\[
\tilde{M}_{A \setminus D_0} = \max_{(i,j) \in A \setminus D_0} (\hat{\theta}_{ij1} - \hat{\theta}_{ij2})^2,
\]

and

\[
\tilde{M}_{D_0} = \max_{(i,j) \in D_0} (\hat{\theta}_{ij1} - \hat{\theta}_{ij2})^2.
\]

Then \( P(\tilde{M}_n \geq y_p) - P(\tilde{M}_{A \setminus D_0} \geq y_p) \leq P(\tilde{M}_{D_0} \geq y_p) \). Note that \( \text{Card}(A(r)) + \text{Card}(\Upsilon) = o(p) \) and for all \( \gamma > 0 \),

\[
\tilde{X}_i = (\hat{\theta}_{ij1} - \hat{\theta}_{ij2})_{1}^{T} = \frac{1}{n_1} \sum_{k=1}^{n_1} (X - \mu_1)(X - \mu_1)^T,
\]

and

\[
\tilde{Y}_i = (\hat{\theta}_{ij2} - \hat{\theta}_{ij1})_{1}^{T} = \frac{1}{n_2} \sum_{k=1}^{n_2} (Y - \mu_2)(Y - \mu_2)^T.
\]
max\( j \neq \tau \), \( s_j = o(p^{\gamma}) \). This implies that \( \text{Card}(D_0) \leq C_0 p^{1+\gamma} + o(p^{\gamma}) \) for any \( \gamma > 0 \). By Lemma 4, we obtain that for any fixed \( x \in \mathbb{R} \),
\[
\mathbb{P}(\tilde{M}_{D_0} \geq y_p) \leq \text{Card}(D_0) \times C p^{-2} + o(1) = o(1).
\]

Set
\[
\tilde{M}_{A \setminus D_0} = \max_{(i,j) \in A \setminus D_0} \frac{(\hat{\sigma}_{ij} - \tilde{\sigma}_{ij})^2}{\hat{\sigma}_{ij}/n_1 + \tilde{\sigma}_{ij}/n_2} =: \max_{(i,j) \in A \setminus D_0} U_{ij},
\]
where \( U_{ij} = \frac{\hat{\sigma}_{ij} - \tilde{\sigma}_{ij}}{\sqrt{\hat{\sigma}_{ij}/n_1 + \tilde{\sigma}_{ij}/n_2}} \). It suffices to show that for any \( x \in \mathbb{R} \),
\[
\mathbb{P}(\tilde{M}_{A \setminus D_0} - 4 \log p + \log \log p \leq x)
\]
\[
\quad \quad \quad \rightarrow \exp\left(-\frac{1}{\sqrt{8\pi}} \exp\left(-\frac{x}{2}\right)\right).
\]

as \( n, p \to \infty \). We arrange the two-dimensional indices \((i, j) : (i, j) \in A \setminus D_0 \) in any ordering and set them as \((i_m, j_m) : 1 \leq m \leq q \) with \( q = \text{Card}(A \setminus D_0) \). Let \( n_2/n_1 \leq K_1 \) with \( K_1 \geq 1 \), \( \theta_{k1} = \theta_{i_1 j_1}, \theta_{k2} = \theta_{i_2 j_2} \), and define\( Z_{ik} = \frac{n_2}{n_1}(X_{i_1 j_1} - \sigma_{i_1 j_1}), 1 \leq l \leq n_1, \)
\[
Z_{ik} = -(X_{i_1 j_1} - \sigma_{i_1 j_1}), n_1 + 1 \leq l \leq n_1 + n_2, \]
\[
V_k = \frac{1}{\sqrt{n_1^2 \theta_{k1}/n_1 + n_2 \theta_{k2}}} \sum_{l=1}^{n_1+n_2} Z_{lk}, \]
\[
\hat{V}_k = \frac{1}{\sqrt{n_1^2 \hat{\theta}_{k1}/n_1 + n_2 \hat{\theta}_{k2}}} \sum_{l=1}^{n_1+n_2} \hat{Z}_{lk},
\]
where \( \hat{Z}_{ik} = Z_{ik}/|Z_{ik}| \). Let \( \hat{Z}_{ik} = \hat{Z}_{ik}/(n_2 \hat{\theta}_{k1}/n_1 + \hat{\theta}_{k2})^{1/2} \) for \( 1 \leq k \leq q \) and \( W_j = (Z_{i_1 j_1}, \ldots, Z_{ik}) \), for \( 1 \leq l \leq n_1 + n_2 \). Define \( |a|_{\text{min}} = \min_{1 \leq i \leq d} |a_i| \) for any vector \( a \in \mathbb{R}^d \). Then we have
\[
\mathbb{P}\left( \bigcap_{j=1}^{d} E_{kj} \right) = \mathbb{P}\left( n_2^{-1/2} \sum_{i=1}^{n_1+n_2} W_j \right)_{\text{min}} \geq y_n^{1/2} \).
\]

By Theorem 1 in Žaitsev (1987), we have
\[
\mathbb{P}\left( n_2^{-1/2} \sum_{i=1}^{n_1+n_2} W_j \right)_{\text{min}} \geq y_n^{1/2}
\]
\[
\leq \mathbb{P}\left( \text{Card}(N_d) \geq \frac{y_n^{1/2}}{c_1 d^{5/2} \log(p)\tau_n} \right) + c_2 d^{5/2} \log(p)\tau_n
\]
\[
\leq C n^{-\gamma} e^{-\gamma k},
\]
and if \((C2)\) holds, then
\[
\max_{1 \leq k \leq q} \frac{1}{\sqrt{n}} \sum_{j=1}^{n_1+n_2} \mathbb{E}[|Z_{kj}|/|Z_{ik}| \geq \eta^{-1/2} K_1 \log(p+n)]
\]
\[
\leq C n^{-\gamma} \max_{1 \leq i \leq n_1+n_2} \max_{1 \leq j \leq n_1+n_2} \mathbb{E}[|Z_{ik}|/|Z_{kj}| \geq \eta^{-1/2} K_1 \log(p+n)]
\]
\[
\leq C n^{-\gamma} \mathbb{E}[|Z_{kj}|/|Z_{ik}| \geq \eta^{-1/2} K_1 \log(p+n)]
\]

Note that
\[
\max_{1 \leq k \leq q} V_k^2 - \max_{1 \leq k \leq q} \hat{V}_k^2 \leq 2 \max_{1 \leq k \leq q} |\hat{V}_k| \max_{1 \leq k \leq q} |V_k - \hat{V}_k|
\]
\[
+ \max_{1 \leq k \leq q} |V_k - \hat{V}_k|^2. \quad (24)
\]
By \((23)\) and \((24)\), it suffices to prove that for any \( x \in \mathbb{R} \), as \( n, p \to \infty \),
\[
\mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 - 4 \log p + \log \log p \leq x \right)
\]
\[
\quad \rightarrow \exp\left(-\frac{1}{\sqrt{8\pi}} \exp\left(-\frac{x}{2}\right)\right). \quad (25)
\]
By Bonferroni inequality (see Lemma 1), for any integer \( m \) with \( 0 < m < q/2 \),
\[
\sum_{d=1}^{2m} \sum_{l=1}^{d-1} \sum_{k=1}^{n_1+n_2} \mathbb{P}\left( \bigcap_{j=1}^{d} E_{kj} \right) \leq \mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 \geq y_p \right)
\]
\[
\leq \sum_{d=1}^{2m-1} \sum_{l=1}^{d-1} \sum_{k=1}^{n_1+n_2} \mathbb{P}\left( \bigcap_{j=1}^{d} E_{kj} \right), \quad (26)
\]
where \( E_{kj} = \{\hat{V}_k \geq y_p\} \). Let \( \tilde{Z}_{ik} = \hat{Z}_{ik}/(n_2 \hat{\theta}_{k1}/n_1 + \hat{\theta}_{k2})^{1/2} \) for \( 1 \leq k \leq q \) and \( W_j = (Z_{i_1 j_1}, \ldots, Z_{ik}) \), for \( 1 \leq l \leq n_1 + n_2 \). Define \( |a|_{\text{min}} = \min_{1 \leq i \leq d} |a_i| \) for any vector \( a \in \mathbb{R}^d \). Then we have
\[
\mathbb{P}\left( \bigcap_{j=1}^{d} E_{kj} \right) = \mathbb{P}\left( n_2^{-1/2} \sum_{i=1}^{n_1+n_2} W_j \right)_{\text{min}} \geq y_n^{1/2}. \quad (27)
\]
where \( c_1 > 0 \) and \( c_2 > 0 \) are absolutely constants, \( \epsilon_n \to 0 \), which will be specified later and \( N_d := (N_{i_1}, \ldots, N_{i_2}) \) is a normal vector with \( \mathbb{E}N_d = 0 \) and \( \text{cov}(N_d) = \frac{1}{\epsilon_n} \text{cov}(W_{n_1+n_2}) \). Recall that \( d \) is a fixed integer not depending on \( n, p \). Because log \( p = o(n^{1/5}) \), we can let \( \epsilon_n \to 0 \) sufficiently slow such that
\[
c_1 d^{-5/2} \text{exp}\left(-\frac{n_1^{1/2} \epsilon_n}{c_2 d^{3/2} \tau_n (\log(p))^{1/2}}\right) = O(p^{-M}) \quad (28)
\]
for any large \( M > 0 \). It follows from \((26), (27), (28)\) that
\[
\mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 \geq y_p \right) \leq \sum_{d=1}^{2m-1} \sum_{l=1}^{d-1} \sum_{k=1}^{n_1+n_2} \mathbb{P}\left( |N_{i_1}^d \geq y_p^{1/2} - \epsilon_n (\log(p))^{-1/2} \right) + o(1). \quad (29)
\]
Similarly, using Theorem 1 in Žaitsev (1987) again, we can get
\[
\mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 \geq y_p \right) \geq \sum_{d=1}^{2m} \sum_{l=1}^{d-1} \sum_{k=1}^{n_1+n_2} \mathbb{P}\left( |N_{i_1}^d \geq y_p^{1/2} + \epsilon_n (\log(p))^{-1/2} \right) - o(1). \quad (30)
\]
We need the following technical lemma whose proof is involved, and is given in the supplementary material (Cai, Liu, and Xia 2012).

**Lemma 5.** For any fixed integer \( d \geq 1 \) and real number \( x \in \mathbb{R} \),
\[
\sum_{1 \leq k_1 < \cdots < k_d \leq q} \mathbb{P}(\|\mathbf{N}_1\|_{\text{min}} \geq y_p^{1/p} \pm \epsilon_n(\log p)^{-1/2})
= \frac{1}{d!} \left( \frac{1}{\sqrt{8\pi}} \exp \left( -\frac{x^2}{2} \right) \right)^d (1 + o(1)).
\]

(31)

Now submitting (31) into (29) and (30), we get
\[
\limsup_{n,p \to \infty} \mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 \geq y_p \right)
\leq \sum_{d=1}^{2m} (-1)^{d-1} \frac{1}{d!} \left( \frac{1}{\sqrt{8\pi}} \exp \left( -\frac{x^2}{2} \right) \right)^d
\]
and
\[
\liminf_{n,p \to \infty} \mathbb{P}\left( \max_{1 \leq k \leq q} \hat{V}_k^2 \geq y_p \right)
\geq \sum_{d=1}^{2m-1} (-1)^{d-1} \frac{1}{d!} \left( \frac{1}{\sqrt{8\pi}} \exp \left( -\frac{x^2}{2} \right) \right)^d
\]
for any positive integer \( m \). Letting \( m \to \infty \), we obtain (25).

7.3 Proofs of the Other Theorems

**Proof of Theorem 2.** Recall that
\[ M_n^1 = \max_{1 \leq j \leq p} \frac{(\hat{\sigma}_{jj} - \hat{\theta}_{jj} - \sigma_{jj} + \sigma_{jj})^2}{\hat{\theta}_{jj}/n + \hat{\theta}_{jj}/n}. \]
By Lemmas 3 and 4,
\[ \mathbb{P}\left( M_n^1 \leq 4 \log p - \frac{1}{2} \log \log p \right) \to 1 \quad (32) \]
as \( n, p \to \infty \). By Lemma 3, the inequalities
\[ \max_{1 \leq j \leq p} \frac{(\sigma_{jj} - \sigma_{jj})^2}{\hat{\theta}_{jj}/n + \hat{\theta}_{jj}/n} \leq 2M_n^1 + 2M_n \]
and
\[ \max_{1 \leq j \leq p} \frac{(\sigma_{jj} - \sigma_{jj})^2}{\hat{\theta}_{jj}/n + \hat{\theta}_{jj}/n} \geq 16 \log p, \]
yield that \( \mathbb{P}(M_n \geq q_o + 4 \log p - \log \log p) \to 1 \) as \( n, p \to \infty \).

**Proof of Theorem 4.** It suffices to take \( \mathcal{T}_n \) to be the set of \( \alpha \)-level tests over the normal distributions, since it contains all the \( \alpha \)-level tests over the collection of distributions satisfying (C2) or (C2*). Let \( \mathcal{M} \) denote the set of all subsets of \( \{1, \ldots, p\} \) with cardinality \( c_0(p) \). Let \( \mathcal{M} \) be a random subset of \( \{1, \ldots, p\} \), which is uniformly distributed on \( \mathcal{M} \). We construct a class of \( \mathbf{N}_1, \mathbf{N} = \{ \mathbf{N}_m \,\mid\, m \in \mathcal{M} \} \), such that
\[ \sigma_{ij} = 0 \text{ for } i \neq j \text{ and } \sigma_{ii} = 1 - \rho_1 \mathbf{1}_{i \in \mathcal{M}}, \]
for \( i, j = 1, \ldots, p \) and \( \rho = c \sqrt{\log p/n} \), where \( c > 0 \) will be specified later. Let \( \mathbf{N}_2 = \mathbf{1} \) and \( \mathbf{N}_1 \) be uniformly distributed on \( \mathcal{N} \). Let \( \mu_p \) be the distribution of \( \mathbf{N}_1 - \mathbf{1} \). Note that \( \mu_p \) is a probability measure on \( \mathcal{N} \). Let \( \mathcal{S}(c_0(p)) = \{ \mathbf{N} \mid \mathbf{N} \} \), where \( \mathcal{S}(c_0(p)) \) is the class of matrices with \( c_0(p) \) nonzero entries. Let \( d\mathcal{P}_0((X_n, Y_n)) \) be the likelihood function given \( \mathbf{N} \) uniformly distributed on \( \mathcal{N} \) and
\[ L_{\mu_p} := L_{\mu_p}((X_n, Y_n)) = \mathbb{E}_{\mu_p}\left( \frac{d\mathcal{P}_0((X_n, Y_n))}{d\mathcal{P}_0((X_n, Y_n))} \right), \]
where \( \mathbb{E}_{\mu_p}(\cdot) \) is the expectation on \( \mathbf{N} \). By the arguments in Baraud (2002, p. 595), it suffices to show that \( \mathbb{E}L_{\mu_p}^2 \leq 1 + o(1) \). It is easy to see that
\[ L_{\mu_p} = \mathbb{E}_{\mu_p}\left( \prod_{i=1}^n \frac{1}{|\mathbf{N}_m|^{1/2}} \exp \left( -\frac{1}{2} Z_i^T(\mathbf{N}_m - \mathbf{I})Z_i \right) \right), \]
where \( \mathbf{N}_m = \mathbf{N}_m^{-1} \) and \( Z_1, \ldots, Z_n \) are iid multivariate normal vectors with mean vector \( \theta \) and covariance matrix \( \mathbf{I} \). Thus,
\[ \mathbb{E}L_{\mu_p}^2 = \mathbb{E}\left( \frac{1}{(p_k)^m} \sum_{m \in \mathcal{M}} \left( \prod_{i=1}^n \frac{1}{|\mathbf{N}_m|^{1/2}} \exp \left( -\frac{1}{2} Z_i^T(\mathbf{N}_m - \mathbf{I})Z_i \right) \right)^2 \right), \]
set \( \mathbf{N}_m + \mathbf{N}_m - 2 \mathbf{I} = (a_{ij}) \). Then \( a_{ij} = 0 \) for \( i \neq j \), \( a_{jj} = 0 \) if \( j \in (m \cup m')' \), \( a_{jj} = 2(1 - 4p) - 1 \) if \( j \in m \cap m' \) and \( a_{jj} = 1 - 4p - 1 \) if \( j \in m \setminus m' \) and \( m \setminus m \). Then we have
\[ \frac{k_p}{p} \sum_{i=0}^{k_p} \left( \frac{-p - k_p}{k_p - t} \right)^{t/2} \left( 1 + \frac{t}{1 - p} \right)^{t/2} \leq \frac{k_p}{p} \sum_{i=0}^{k_p} \left( \frac{-p - k_p}{k_p - t} \right)^{t/2} \left( 1 + \frac{t}{1 - p} \right)^{t/2} \]
\[ = (1 + o(1)) \left( 1 + \frac{k_p}{p(1 - p^2)2^{1/2}} \right), \]
for \( r < 1/2 \). So
\[ \mathbb{E}L_{\mu_p}^2 \leq \exp \left( \frac{k_p \log (1 + k_p p^{2^{-1}})}{1 + o(1)} \right) \]
\[ \leq \exp \left( k_p^{2} p^{2^{-1}} \right) (1 + o(1)) = 1 + o(1) \]
by letting \( c \) be sufficiently small. Theorem 4 is proved.

**Proof of Theorem 5.** The proof of Theorem 5 is similar to that of Theorem 2. In fact, by (32) and a similar inequality as (33), we can get
\[ \mathbb{P}\left( \min_{(i,j) \in \mathcal{E}} M_{ij} \geq 4 \log p \right) \to 1 \quad (34) \]
uniformly for \( (\mathbf{N}_1, \mathbf{N}_2) \in W_0(4) \).

**Proof of Theorem 6.** Without loss of generality, we assume \( \Theta = \{1, 2, \ldots, p_0\} \) with \( p_0 = \text{Card}(\Theta) \geq p' \) for all
0 < \gamma < 1. Let A_1 be the largest subset of \( \Theta \setminus \{1\} \) such that 
\[ \sigma_{1k} = \sigma_{k1} \text{ for all } k \in A_1. \]
Let \( i_1 = \min \{ j : j \in A_1, j > 1 \} \).
Then we have \( |i_1 - 1| \leq s_0(\gamma) \). Also, \( \text{Card}(A_1) \geq p_0 - s_0(\gamma) \).
Similarly, let \( A_2 \) be the largest subset of \( \Theta \setminus \{i_1 - 1\} \) such that 
\[ \sigma_{1, i_1} = \sigma_{i_1, 1} \text{ for all } k \in A_2 \text{ and } i_1 = \min \{ j : j \in A_2, j > i_1 - 1 \}. \]
We can see that \( i_1 - i_1 - 1 \leq s_0(\gamma) \) for \( l < p_0 / s_0(\gamma) \) and 
\[ \text{Card}(A_2) \geq \text{Card}(A_1) - s_0(\gamma) \geq p_0 - s_0(\gamma) + 1. \]
Let \( l = [p^2] \) with \( \tau/4 < \tau_2 < \tau_1 \). Then \( \Sigma_1 \) and \( \Sigma_2 \) be the covariance matrices of \( (X_{i_1}, \ldots, X_{i_1}) \) and \( (Y_{i_1}, \ldots, Y_{i_1}) \). Then the entries of \( \Sigma_1 \) and \( \Sigma_2 \) are the same except for the diagonal. Hence, it follows from the proof of Theorem 1 that
\[
\mathbb{P} \left( \max_{0 \leq j, k \leq l} M_{ij} \leq 4 \log l + \log \log l \leq x \right) \rightarrow \exp \left( -\frac{1}{\sqrt{8\pi}} \exp \left( -\frac{x^2}{2} \right) \right)
\]
uniformly for all \( \Sigma_1 - \Sigma_2 \in S_0 \). This implies that 
\[
\inf_{\Sigma_1 \in S_0} \mathbb{P} \left( \max_{0 \leq j, k \leq l} M_{ij} \geq c \log p \right) \rightarrow 1
\]
for all \( \tau < c < 4\tau_2 \). By the definition of \( \tilde{\Psi}(\tau) \) and the fact 
\[ \sigma_{i_1, 1} = \sigma_{i_1, 2} \text{ for all } 0 \leq j < k \leq l, \] Theorem 6 is proved.

**Proof of Theorems 7 and 8.** The proofs of Theorems 7 and 8 are similar to that of Theorem 1. Note that by Lemmas 3 and 4, 
\[
\mathbb{P} \left( \max_{i \in F} \Phi_{i,a} = 1 \right) - \mathbb{P} \left( \max_{i,j \in A_i} M_{ij} \geq \alpha_p \right) \leq C \text{ Card}(F)p \times p^{-2} + o(1) = o(1),
\]
where \( E_1 \) is defined by
\[ E_1 = \{(i, j) : i \in F, i \leq j \leq p \} \cup \{(i, i) : 1 \leq i \leq p \}. \]
By replacing \( A, A_0, \) and \( B_0 \) in the proof of Theorem 1 with \( A \setminus E_1, A_0 \setminus E_1, \) and \( B_0 \setminus E_1, \) respectively, the rest proof of Theorem 8 follows exactly the same as that of Theorem 1. The proof of Theorem 7 is much simpler than that of Theorem 1. Due to the close similarity, the proof is omitted here. \( \square \)

**SUPPLEMENTARY MATERIALS**

In the supplement we prove Proposition 1–3 and the technical results, Lemmas 3, 4, and 5, which are used in the proofs of the main results. We also present more extensive simulation results comparing the numerical performance of the proposed test with that of other tests.
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